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Abstract—This paper studies the performance analysis of machine learning 
(ML) and data mining techniques for anomaly detection in credit cards. As the 
usage of digital money or plastic money grows in developing nations, so does 
the risk of fraud. To counter these scams, we need a sophisticated fraud detection 
method that not only identifies the fraud but also detects it before it occurs effi-
ciently. We have introduced the notion of credit card fraud and its many variants 
in this research. Numerous ML fraud detection approaches are studied in this 
paper including Principal Component Analysis (PCA) data mining and the Fuzzy 
C-Means methodologies, as well as the Logistic Regression (LR), Decision Tree 
(DT), and Naive Bayes (NB) algorithms. The existing and proposed models for 
credit card fraud detection have been thoroughly reviewed, and these strategies 
have been compared using quantitative metrics including accuracy rate and char-
acteristics curves. This paper discusses the shortcomings of existing models and 
proposes an efficient technique to analyze the fraud detection.

Keywords—PCA, Fuzzy C-Means, Logistic Regression, Decision Tree,  
Naive Bayes algorithms

1	 Introduction

There have always been those who would develop new ways to illegally access 
someone’s funds since the inception of e-commerce payment platforms. This has 
become a significant issue in the present day, as all transactions can be readily accom-
plished online by simply inputting your credit card information. Because the numbers 
are projected to rise in the future, many academics in this subject are focusing on detect-
ing fraudulent behavior early by using powerful machine learning (ML) methods [1].  
Several ML approaches are actively in use, especially in industry area. Some of the 
approaches require supervised learning techniques while others require un-supervised. 
Supervised learning technique works on structured or labeled data. After that, super-
vised learning takes what it has learned from previous data and applies it to updated 
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data (new data). It provides model training data, and the machine predicts whether it is a 
circle or a square, for instance. This supervised learning method is used for subcategory 
categorization and regression. Unsupervised learning uses unstructured or concealed 
data and requires the machine to be fed with a variety of inputs. Unsupervised learning 
examines information before classifying it; as a result, after classification, we obtain 
different data in each group, and each group is distinct from the others [2].

The systematic approach of grouping mechanisms into distinct groups and sub-
categories based on their commonalities is known as classification. In ML, there are 
several types of categorizations i.e., Linear Regression, Nave Bayes Classifier, and 
Linear Classifier. Structured and tagged data are included in classifications. Linear and 
nonlinear regression techniques are based on supervised and unsupervised learning 
approaches, respectively, since various regression models differ based on the kind of 
relationship between dependent and independent variables. It carries out regression 
tasks. The ML methods employ a variety of regression characteristics, including struc-
tured and unstructured data. Both linear and nonlinear regression techniques include 
regression model features one and two. Apart of this, clustering is the most frequent 
type of unsupervised learning which has a wide range of applications particularly in 
businesses. It is the process of separating and executing information on behalf of the 
information machine, which results in a collection of data that we label with a unique 
identifier (ID).

The credit card fraud (CCF) detection using ML technique is a method in which data 
science investigates the provided data and develops a model that will deliver the best 
outcomes in detecting and preventing fraudulent transactions. This is accomplished 
by aggregating all the relevant information of card users, transactions, such as date, 
user zone, product category, amount, provider, client’s behavioral patterns, and so on. 
The data is then fed into a slightly trained model that looks for patterns and rules to 
determine if a transaction is fraudulent or lawful. To achieve this task, generally, two 
steps are catered i.e., data mining and patterns recognition. Data mining is used to cate-
gorize, aggregate, and segment data in order to scan millions of transactions for trends 
and detect fraud. On the other hand, patterns recognition entails spotting suspicious 
behavior classes, clusters, and patterns. In this context, ML refers to the selection of a 
model or combination of models that best fits a certain business challenge. The neural 
networks technique of ML, for example, assists in automatically identifying the traits 
most commonly presented in fraudulent transactions; this method is most successful if 
you have a large number of transaction samples [3–5].

2	 Literature review

The CCF seems to be increased, though as a result, financial losses are growing dra-
matically. Every year, as a result of fraud, billions of dollars are lost. There is a dearth of 
studies to assess the scam. To identify real-world credit card fraud, a variety of machine 
learning techniques are used. Many researchers want to discover viruses, anomalies, 
and farads in IoT devices as early as feasible. Sumaya Sanober in [6] proposed Deep 
Learning (DL) and ML techniques, i.e., the random forest method, to classify CCF 
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detection. The rate of success was discovered to be 96.2%. Other study included in [7] 
anticipated an improved technique such as Decision Tree (DT) to predict the credit card 
fraud. The experimental success rate was 97.93%. John O. Awoyemi in [8], proposed 
the advanced fraud detection of credit card using the model and Logistic Regression 
algorithm. The performance achieved was 98% as success rate. The author, Hassan 
Najadat in [9], employed the classification prediction model with logistic regression 
algorithm and improved the credit card fraud detection based on DL and ML tech-
niques. The rate of success was 80% in this study. In another study in [10], the authors 
used the DL technique i.e., ODAE for the fraud detection in credit card transactions. 
They achieved 84.1% success rate. Moreover, the authors in [11], gained utmost highest  
outcome of 91.48% by using the random forest algorithm of ML.

Furthermore, the paper in [12] used the ML prediction model and implementation 
approach through the K-Nearest Neighbors (KNN) algorithm and achieved 91.11% 
accuracy results. Additionally, the study in [13] anticipated the focus on the classifier 
model i.e., DT in addition to other ML algorithms. The success rate reported in this 
study with the implementation is 89.91%. Abhimanyu Roy, in [14], worked on the DL 
method as well as LSTM algorithm for the CCF detection and showed the outcome 
as 91.2% success rate. In [15], the authors analyze the different ML techniques on the 
European cardholders and employed the Naïve Bayes (NB) algorithm for detection/
categorization and reached 97.92% accuracy. Manjeevan et al in [16] implemented an 
intelligent card fraud detection system using the genetic algorithm (GA) for feature 
selection and aggregation. The researchers implemented several ML algorithms to val-
idate the effectiveness of their proposed method. The results demonstrated that their 
proposed method attained an accuracy of 81.97%.

Most of the reported techniques have achieved the performance of CCF detection 
with complex structures and the performance still needs to be improved. In this paper, 
we detect fraudulent transactions by examining both supervised and unsupervised 
learning methods. As described in detail in the following section, we use the classifying 
technique Principal Component Analysis (PCA) and Fuzzy C-Means (FCM), as well 
as prediction techniques including Logistic Regression (LR), Decision Tree (DT), and 
Naive Bayes (NB) algorithms.

3	 Proposed methodology

This section describes the proposed method which begins with an algorithm, sub-
sequently load data from a database, and finally prepare the information. Data is pre-
processed, normalized, and PCA is implemented when the data preparation procedure 
is done. PCA analyses data in the same manner as a database does, then performs PCA 
analysis and determines the result. Afterwards, we establish supervised classification 
for the credit card fraud prediction model using the Random Forest Algorithm and the 
FCM Clustering algorithm for unsupervised clustering (because the FCM clustering 
algorithm cannot transform label data and clean the FCM cluster result). That’s because 
combining diverse strategies yielded more impressive results. To design and construct 
the goal model, the features of PCA, FCM, LR, DT, and NB Supervised classification 
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algorithm will be applied. The sample size for the test is 25%, whereas the sample size 
for the implementation training is 75%. Figure 1 depicts a flowchart that can assist in 
comprehending the research activity and outlining the job breakdown structure con-
cisely. In this flowchart, initially we retrieve data form the database, then prepare data, 
start preprocessing the data in data preprocessing block, standardize data and then use 
the PCA techniques to obtain PCA stop and repeat PCA. Moreover, PCA’s reduced 
3-Dimensional data is used to reduce the dimension of the data and then clustering 
and classification algorithms are applied, implementing 75% processed trained data 
and 25% test data for the model validation.

Fig. 1. Proposed method for credit card fraud detection

The proposed method consists of the following two subsections: 1) Pre-processing 
of data, and 2) Classification.

3.1	 Preprocessing

In preprocessing phase, we clean the data and use it for clustering in order to get 
useful data. For this, we investigate two well-known methods i.e., PCA and FCM clus-
tering, described below, and then further process the data in the classification phase.

Principal Component Analysis (PCA). PCA is a dimension reduction approach that 
is extensively used to deal with large quantities of data predictions by splitting many 
variables into small pieces and combining numerous data from information machines 
into a massive collection of data. Attempting to limit the number of components in the 
test set affects accuracy obviously. Still, the issue with lowering dimensionality is that 
it sacrifices a little inflexibility for convenience. Because smaller bits of data are easy 
to inspect and reproduce, data assessment is likely less demanding and faster for ML 
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models with free components to test. PCA commonly employs preprocessing, depreci-
ating measurement reduction, covariance and correlation eigenvalues, and eigenvectors 
techniques. More detail about PCA can be found in [17] while the main mathematical 
steps are given below.
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The method has a significant contribution in reducing the redundant characteris-
tics that are worthless for grouping. PCA provides better performance over the FCM 
(described below) because it minimizes the number of variables in the original data 
set making it easier to deal with ambiguous or mislabeled data. The primary benefit 
of PCA is that it becomes an essential process in calculating the number of clusters 
as well as providing a conceptual mathematical model to model the structure of the 
sets once we have identified these principal components from the data. Table 1 briefly 
describes the characteristics and variables included in the implementation dataset for 
this study, which was fraud detection in banking credit cards. Table 2 shows the cleaned 
and preprocessed data using PCA algorithm. The dataset considered in this work for 
fraud detection in credit cards has been taken from the UCI machine-learning source 
(OpenML), as specified in Table 1. The statistics include card transactions done by Euro-
pean cardholders in September 2013. This dataset consists of 492 frauds out of 284,807 
transactions that happened over the course of two days. The dataset is significantly 
imbalanced, with positive transactions accounting for 0.172 percent of all trades [18].  
The dataset for detecting fraud in credit card transactions was gathered from photos of 
real and fake banknote-like specimens. An industrial camera, typically used for print 
inspection, was utilized for digitalization. The images are 400×400 pixels in size. Gray-
scale images with a resolution of roughly 660 dpi were obtained as a result of the 
object lens and distance to the researched item. To extract features from these photos, 
a Wavelet Transform tool was employed. The key attributes of dataset are as follows:  
(1) V1. The variance of Wavelet Transformed image (continuous), (2) V2. The skewness 
of Wavelet Transformed image (continuous), (3) V3. Kurtosis of Wavelet Transformed 
image (continuous), and (4) V4. The entropy of the image (continuous).
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Fig. 3. The achieved data clusters after  
applying PCA algorithm

Fig. 2. The mixed data chart before applying 
PCA algorithm

After training the machine algorithm over the designed module, the execution was 
catered as above. The Figures 2 and 3 illustrate the clustering data before and after 
applying the PCA algorithm, respectively, using the X-axis and Y-axis Component 
Analysis approach to obtain visualized data and determine the alternative outcomes.

Fuzzy C-Means (FCM) clustering algorithm. The Fuzzy C-means (FCM) clus-
tering technique is most extensively used for data clustering purpose. FCM is a soft 
clustering approach in which each data point is assigned a probability or likelihood 
score indicating whether or not it belongs to that cluster. It does this by sequentially 
creating new uncorrelated variables that maximize variance. This logic is immediately 
applied to the data matrix to generate a membership matrix that displays the degree 
of the link between the samples and each cluster. In essence, this approach employs 
a clustering technique, as evidenced by the centroid clustering values, the FCM algo-
rithm, and a three-dimensional dataset. This approach gives participation to each data 
point corresponding to each centroid based on the distance between the centroid and the  
data point. The closer the data is to the cluster centroid, the more it belongs to it. Each data  
point’s actual number should clearly be one [19]. The following formula is used to 
adjust participation and cluster centroid after each cycle:

	 µ d dij ij ik
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where, ‘n’, ‘vj’, ‘m’, ‘c’, ‘µij’, and ‘dij’ denote the number of data points, cluster cen-
ter, the fluffiness directory, the number of cluster centers, the connection between the 
ith data and the jth cluster center, and the Euclidean distance between the ith data and 
the jth cluster center, respectively.
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The main objective of the FCM strategy is to reduce the Euclidean distance given 
below:

	 J = µ x vij
m

i j

2
(U,V) ( )

j

c

i

n

�� �� 11
� . 	 (6)

The Euclidean distance between both the ith data point and the jth cluster center is 
represented by ‘||xi – vj||’. There are some mathematical functions which are used for 
any FCM algorithm i.e., Euclidean, Manhattan, and Hamming, as given below.

	 Euclidean 2( )x yi i�
i

k

�� 1
	 (7)

	 Manhattan x yi i�
i

k

�� 1
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	 Minkowski (| |)x y q qi i�
i

k

��� �1
1/ 	 (9)

In this way, let X = {x1, x2, x3…, xn} represent a set of data points and V = {v1, v2, 
v3…, vc} represent a set of centers, then the steps of the FCM are as follows.

1.	 Randomly select ‘c’ cluster centroids
2.	 O use the following formula to calculate the fuzzy participation ‘µij’:

	 � �
ij  = 1/ ( / ) ( / )d dij ik

m
k

c
2 1

1�� 	 (10)

3.	 Compute the fuzzy centroids ‘vj’ as follows:
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4.	 Repeat steps 2 and 3 until the smallest ‘j’ value is attained or ||U(k+1) – U(k)|| < β is 
achieved, whereas the repetition step is signified by the letter ‘k.’, the completion 
criteria between [0, 1] is ‘β’, the fuzzy relationship matrix is well-defined as ‘U = (ij) 
n*c’, and the impartial function is represented by the letter ‘J.’

The fraud detection in banking credit card and clusters dataset is explicitly defined as 
a 3-dimensional dataset, with three features based on banking credit card fraud detec-
tion values and one feature target property cluster number (see Table 3). The FCM 
clustering centroid value briefly defined is given below, whereas Figure 4 shows the 
three clusters after the unstructured dataset has been converted to structured data. This 
graph depicts two clusters: red and green, with centroid values specified by the yellow 
star (*). Figure 5 shows FCM determined sum of squared error line chart.

FCM Clustering Centroid Value.

	 array [[–0.14096411, –0.36526464, 1.20874051], 
[–0.05878056, 0.27174926, –1.02626197]]�
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Table 3. FCM two clusters preprocessed fraud detection in banking credit card dataset

S/No. 1-Dimension 2-Dimension 3-Dimension Clusters

0 0.417977 0.708503 –2.443670 1

1 –0.392663 0.567814 –1.996839 1

2 1.873758 0.727602 –2.461528 1

3 0.314127 0.463391 –1.710503 1

4 –0.004095 0.405264 –1.433439 1

… … … … …

284804 –0.194457 –0.554986 1.978335 0

284806 0.763326 –0.605939 1.814907 0

284807 rows × 4 columns

Fig. 4. The FCM two clusters
Fig. 5. The FCM sum of squared  

error line chart

Performance of CFD using both clustering techniques is compared using precision, 
Recall, and f-measure. A suspicion score is calculated according to the extent of devia-
tion from the normal patterns and thereby, the transaction is classified as legitimate or 
suspicious or fraudulent.

3.2	 Classification

The Classification algorithm is a supervised learning approach that uses training data 
to determine the category of observations. Classification is the process of learning from 
a dataset or observations and then classifying the observations into one of many classes 
or groups. We evaluate the following classification algorithms in our dataset and figure 
out which one is performing better.

Logistic regression algorithm. Logistic regression (LR) is a ML technique that is 
used for classification methods. It is a predictive analytic approach that is based on the 
probability hypothesis. A logistic regression model is comparable to a linear regres-
sion model. However, the LR utilizes a more sophisticated cost function, which may 
be characterized as the ‘sigmoid function’ or sometimes known as the ‘logistic func-
tion’ rather than a linear function. The LR hypothesis tends to restrict the differential 
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equation between 0 and 1. Consequently, linear functions fail to describe it since they 
can have a value larger than one or even less than 0, which is not feasible according to 
the LR assumption [20]. These are some scientific approaches or functions that can be 
used for any algorithm. This approach, like the Sigmoid, Linear, Cost Linear, and Non-
linear LR, is based on classification. Some of these approaches are as follows:

	 Sigmoid ( ) = 1
1

S z
+e-z( )

	 (12)

	 LinearLR 0 + / ( )y e b b * x e b b * x� � �^ ( ) ^ ( )1 1 0 1 	 (13)

	 Cost Linear LR
( )

(
( ( , )) ( ( )),

( (
Cost h x y log h x if y and
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� �
�

�� � �1
xx y log h x if y), )) ( ( )),�� � �1 0� �

	 (14)

	 Nonlinear LR Y f� �( )X,� � 	 (15)

On a synthetic dataset, we can show this by plotting the Receiver Operating 
Characteristic (ROC) curve for a no-skill classifier and a LR model. We used the LR 
Classifier model accuracy and model loss concepts to assess our model in this study. 
This will increase the approximated prediction approach’s accuracy while also ensuring 
that the patterns of credit-card fraud detection prediction are fulfilled on a frequent basis. 
Figure 6 shows the obtained ROC curve of LR. Moreover, we used the LR Algorithm 
model accuracy and model loss concepts to assess our model in this study. This will 
increase the approximated prediction approach’s accuracy while also ensuring that the 
patterns of credit-card fraud detection prediction are fulfilled on a frequent basis. Figure 7  
shows the model accuracy of trained data which is 0.999 and the tested was 0.998 in the 
LR algorithm. While the model loss of the trained data is 0.023 and the tested is 0.022 
in the LR algorithm.

Fig. 6. LR Receiver Operating  
Characteristic (ROC) Curve

Note: The positive rate of the ROC curve = 1.000.

Fig. 7. Model accuracy LR algorithm

Decision tree algorithm. The Decision Tree (DT) algorithm is a branch of the 
supervised learning algorithm category. The DT approach can also be implemented to 
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overcome regression and classification applications. The objective of implementing a 
choice tree is to build a training model that predicts the category or values of the target 
attribute by learning basic decision rules from previous results (training data). In DT, 
we begin at the root of the tree to forecast a class label for a record. The values of the 
root attribute are compared to the importance of the record’s quality. Based on the com-
parison, we follow the branch corresponding to that value and proceed to the next node. 
These are some scientific methods or functions that can be applied to any algorithm 
[21]. This method, like the Information Gain and Entropy, is dependent on the creation 
of a DT and categorization. These approaches are mathematically given as follows.

Information Gain	 Information Gain ( ) ( )� �E Y E Y X| 	 (16)

Entropy	 Entropy s P log P P log P( ) ( ) ( ) ( )� � � � � � �2 2� ( ) 	 (17)

The main steps of the DT algorithm can be found in [21]. We apply the DT algorithm 
on our dataset and label the old data values. It predicts the values of data, where we try 
to make the predictions fit the labels during preparation with the use of DT algorithm. 
In this way, Figure 8 demonstrates a binary classifier system’s diagnostic performance 
when its discriminating threshold is modified. ROC analysis is inextricably linked to 
cost/benefit analysis in diagnostic decision-making. The achieved accuracy of the DT 
trained data, as shown in Figure 9, is 0.9989 and the tested data is 0.9999. Moreover, 
the model loss trained data is 0.025 and the tested data is 0.035.

Fig. 8. Receiver Operating Charac-
teristic (ROC) curve of DT algorithm

Fig. 9. Model accuracy of DT algorithm

Naïve Bayes Algorithm. The Naïve Bayes (NB) method is a supervised learning 
method that solves classification issues and is based on the Bayes theorem. It is primar-
ily utilized in text categorization with a large training dataset, and it is a probabilistic 
and effective classification method that aids in the development of rapid machine learn-
ing models capable of making quick predictions. The following is the mathematical 
expression of the algorithm.

	 Bayes Theorem Formula |P A| B P B A P A
P B

( ) ( ). ( )
( )

= 	 (18)
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The probability of an incidence is calculated by the NB classifier in the steps 
given in [22]. We apply the NB algorithm on our above dataset and label the old data 
values. It predicts the value of data – where we tried to make our predictions fit the labels 
during preparation with the use of the NB algorithm. Furthermore, Figure 10 shows 
ROC analysis which is inextricably linked to cost/benefit research in diagnostic decision- 
making. This will gain the accuracy of the estimated prediction method while frequently 
meeting the patterns of card prediction. The achieved accuracy of the trained data using 
NB algorithm, shown in Figure 11, is 0.9979 and for the tested data is 0.9983. Moreover, 
the model loss of the NB algorithm for the trained data is 0.025 and the tested data is 0.026.

Fig. 10. NB – Receiver Operating  
Characteristic (ROC) curve

Fig. 11. Model accuracy of NB Algorithm

4	 Experimental setup

Python is a high-level scripting language that is mainly used for general purpose 
programming and ML techniques, web development, and databases. We have used the 
Python tool’s Anaconda Navigator ->Jupiter Notebook GUI framework for whole sim-
ulation work. We used the Python programming language to link datasets and perform 
PCA, FCM, Logistic Regression, Decision Tree, and Naive Bayes algorithms. Basically, 
the dataset is for detecting banking credit card fraud. On 284807, there are 31-dimen-
sional characteristics (columns) and tuples (rows) in this dataset. We simulated three 
separate programs, the first of which used PCA, FCM, and LR techniques, the second 
of which used PCA, FCM, and DT method, and the third of which used PCA, FCM, and 
NB procedure, and all of which utilized the same dataset. On the personal computer, all 
of these apps are running. The following is the computer’s configuration:

•	 Second Generation Intel (R) Core (TM) i5-2520M CPU @ 2.50 GHz.
•	 RAM of 4.00 GB.
•	 The system is a 64-bit operating system.
•	 Windows 10 (Home).
•	 500 GB hard disk.
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5	 Results and discussions

The ML is a scientific technique where computers learn how to solve a problem 
without explicitly programming them. Deep learning is currently leading the ML race 
powered by better algorithms, computation power, and large data. Still, ML classical 
algorithms have a strong position in the field. This paper uses a new approach based on 
the integration between dimensionality reduction PCA with FCM. Then, a comparative 
study of the performance was performed, including other supervised ML algorithms, 
to reach the best classifier. These ML supervised techniques include LR, DT, and NB 
in this study. Here, we combine the algorithms to check the most accurate combination 
for the credit card fraud detection. The combinations of the algorithms are as follows: 
PCA – FCM – Logistic Regression; PCA – FCM – Decision Tree; and PCA – FCM – 
Naïve Bayes. The obtained accuracy and other performance parameters are provided in 
Tables 4 and 5, respectively.

Table 4. Model accuracy for the combination of algorithms for banking  
credit card fraud detection

Combination of Algorithms Accuracy (%)

PCA – FCM – Logistic Regression 99.994382

PCA – FCM – Decision Tree 99.882025

PCA – FCM – Naïve Bayes 99.066037

Table 5. Parameter score for the combination of algorithms for  
banking credit card fraud detection

S/No. Parameter 
Score (%)

PCA – FCM – Logistic 
Regression

PCA – FCM – 
Decision Tree

PCA – FCM – 
Naïve Bayes

1 Accuracy 0.99994382 0.99882025 0.99066037

2 Precision 0.99994382 0.99882025 0.99066037

3 Recall 0.99994382 0.99882025 0.99066037

4 Roc Auc 0.99993765 0.99880563 0.98965034

5 Sensitivity 1.0 0.99865868 0.99989772

6 Specificity 0.99987530 0.99895258 0.97940296

7 F1-Score 0.99994382 0.99882025 0.99066037

As shown in the observed results in Figures 12 and 13, it is clear that the combina-
tion PCA – FCM – Logistic Regression has reached at its maximum outcome in terms 
of accuracy. However, the combination PCA – FCM – Decision Tree is ranked second, 
followed by combination consisting of PCA – FCM – Naïve Bayes as third ranked. 
We may limit or alter the precision as per the requirement. For instance, the Parameter 
Score Accuracy, Precision, Recall, Roc Auc, Sensitivity, Specificity, and F1-Score are 
at their best correctness.
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Fig. 12. Model accuracy for various combi-
nation of algorithms for banking credit card 

fraud detection

Fig. 13. Parameter score for various combi-
nations of algorithms for banking credit card 

fraud detection

6	 Conclusion

This study examined the performance of ML algorithms for credit card fraud detec-
tion. Credit card firms must be able to detect fraudulent transactions. The datasets con-
taining the credit card transactions made by cardholders were analyzed using a variety 
of algorithms, including the FCM, PCA, LR, DT, and NB algorithms. The most effi-
cient and accurate result is achieved by combining the algorithms PCA – FCM – Logis-
tic Regression. We used fraud detection data sets for classification, regression, and 
clustering. To enhance the accuracy, we employed PCA data mining and the FCM tech-
nique. By employing the different algorithm combinations i.e., PCA – FCM – logistic 
regression; PCA – FCM – decision tree; and PCA – FCM – Nave Bayes, we achieved 
an accuracy of 99.99%, 99.88%, and 99.06%, respectively, as a consequence of each 
method being coupled with the PCA. As a result, it is concluded that the combination 
of PCA – FCM – logistic regression provides improved results.
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