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Abstract—The emergence of social media platforms, which contributed in
activating the patterns of connection between individuals, leads to the availability
of'a huge amount of content such as text, images, and videos. Twitter is one of the
most popular platforms of social media that encourage researchers to investigate
people’s feelings and opinions among through sentiment analysis studies that
elicited the interest of researchers in natural language processing field. Many
techniques related to machine learning and deep learning models could be used
to improve the efficiency and performance of sentiment analysis, especially in
complex classification problems. In this paper, different models of long short-
term memory recurrent neural network are used for the sentiment classification
task. The input text was represented as vectors using Arabic pre-trained word
embedding (Aravec). Experiments were conducted using different dimensions of
Aravec on 15779 tweets about COVID-19 collected and labeled as positive and
negative. The experimental results show an accuracy value of 98%.

Keywords—Arabic sentiment analysis, Aravec word embedding, convolutional
neural network, deep learning, long short term memory, COVID-19

1 Introduction

The pandemic caused by COVID-19 resulted in outbreaks and lockdowns around
the world. Since its emergence in the end of 2019, the pandemic affected people’s lives
in different fields, such as social life, psychological, learning and teaching, healthcare,
and finance [1] [47]. During this phase, people used social media platforms, such as
Twitter and Facebook, to express their feelings and opinions about the current situation,
thereby encouraging researchers to investigate people’s feelings among these social
platforms through sentiment analysis studies [2]. However, Twitter is considered as
one of the most popular social platforms, because of its availability and ease of knowl-
edge exchange [3]. During the pandemic, people have turned to social media sites to
continue their social connections despite the lockdowns and restrictions imposed by
governments, which in turn increased the use of these social networks by 61% [4].

Sentiment analysis that is also known as sentiment classification or opinion min-
ing, is a text-mining approach that analyzes and extracts subjective information from
a text to transform unstructured text into meaningful and valuable information [48§].
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It is one of NLP applications that needs machine learning algorithms as the classification
process [49]. It is considered a complex process with five steps, which begins with
collecting data and continues with preprocessing text, detecting sentiment, and classi-
fying text into positive, negative, and other categories. The final step is to present the
output [2], [5].

D’Andrea et al. classified the techniques applied for sentiment analysis [5] into three
categories, namely, lexicon-based, machine learning (ML), and hybrid approaches that
incorporate both ML and lexicon-based approaches. ML approaches split the data into
training and testing sets to predict the polarity of emotions, while the lexicon-based
approaches work with a predetermined list of words, and each of which is linked to a
certain emotion. Furthermore, ML approaches can be referred to as supervised learning,
while lexicon-based approaches are referred to as unsupervised learning [6].

Recently, deep learning (DL) is used in the domain of natural language processing
(NLP). One of the dominant methods of DL is the recurrent neural networks (RNNs),
and the long short-term memory recurrent neural network (LSTM) is one of its gated
versions used in different NLP applications, such as classification tasks, sentiment
analysis, and many others.

This research proposes the use of different DL models, such as LSTM and convolu-
tional neural networks (CNN) with Aravec embedding [7] to represent input words, the
evaluation of the approach was performed using a collected dataset from Twitter social
media and different Aravec representative models, such as Skip-gram and CBOW
trained on tweets with vector dimensions of 300 and 100. The rest of this research is
organized as follows; Section 2 represents previous related work. Section 3 explains
methodology, concepts and background methods used in the experimented models.
Then, a description for the conducted experiments and utilized dataset is shown in
Section 4. In Section 5, a discussion for the results is provided. Then, we conclude in
Section 6.

2 Related works

Several studies and experiments have been tested in sentiment analysis for Arabic
texts. Biltawi et al. [8] presented a comprehensive survey of sentiment classification
that was conducted on Arabic language. They classified 32 surveyed papers into three
categories, namely, the lexicon-based, ML-based, and hybrid-based methods. Accord-
ing to this survey, social media platforms, including Twitter, are considered the most
efficient data source for Arabic sentiment analysis research. They also considered that
Arabic sentiment classification remains an open area for research.

Alwehaibi et al. [9] proposed an optimized sentiment classification for dialectal short
text at Arabic document level. They extracted semantic features at the word and char-
acter levels for Arabic short text. Then, they utilized LSTM, CNN, and a model that
combines both CNN and LSTM to improve the efficiency. They also applied a hyper
parameter tuning estimation approach. To evaluate their approach, they used a dataset of
dialectal Arabic corpus and modern standard Arabic collected from Twitter to train and
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test the three models. The results reported an accuracy that ranged between 84% and
96.7% for all tested models. They also employ a loss value in the range of 0.29 and 3.4.

Biltawi et al. [10] proposed a hybrid model that combined the lexicon-based and the
corpus-based approaches for Arabic text sentiment. They evaluated their model using
two different datasets, the OCA and Twitter, and compared the results with that of the
corpus-based approach. The hybrid approach outperformed the corpus-based approach
with an accuracy of 96.34% using random forest with six-fold cross-validation.

In 2019, Biltawi et al. [11] proposed a fuzzy logic, lexicon-based approach to ana-
lyze sentiment in Arabic text. The authors verified their approach in two independent
experiments using a large-scale Arabic book review dataset. The highest accuracy value
achieved was 80.59%.

Ahmed et al. [12] analyzed Arabic tweets about COVID-19 for sentiments using
five different ML models, namely, support vector machine (SVM), Naive Bayes, ran-
dom forest, logistic regression and K-Nearest neighbor. They evaluated the five models
using Arabic Sentiment Twitter Corpus (ASTC) [13]. The results show that the k-NN
model gains the lowest accuracy value of 63.23%, and the SVM model provides the
best accuracy value of 84.14%.

Alturayeif and Lugman [2] used two transformer-based models, namely,
AraBERT [14] and MARBERT [15], with a loss function that is weighted dynami-
cally (DWLF) to analyze the sentiment of Arabic tweets. They evaluated their proposed
method using SenWave and SenAlT datasets [16]. The results show that the proposed
BERT-based models with emoji replacement and DWLF technique improved the senti-
ment classification of multi-dialect Arabic tweets with an F1-score value of 0.72.

Alhazmi and Alharbi [17] investigated the emotions twitted by Saudis during the
COVID-19’s final stage of lockdown. Then, they classified these emotions into eight
categories such as fear, anger, trust, anticipation, surprise, joy, sadness, and disgust,
as in NCR [18]. Also, they attempted to detect the changing dynamics of expressed
emotions. The results show that although positive emotions predominated in the early
ending stage, negative emotions were also noticed, mainly due to the uncertainty
toward COVID-19.

AlZoubi et al. [19] developed several innovative techniques to analyze the emotion
intensity of Arabic tweets. They used three DL models, namely, bidirectional GRU
with CNN, CNN, and XGBoost regressor (XGB). To evaluate their proposed tech-
niques, they use the dataset of SemEval-2018 Task1, which is a reference dataset with
more than 1,169,075,128 tokens. The model resulted in a Pearson value of 69.2%,
and an enhancement of 0.7% is also provided compared with previous best-performing
state-of-the-art used models.

Albukhitan et al. [20] applied deep learning technology to produce semantic anno-
tation for Arabic web resources. The proposed framework relies on one linking noun-
phrases with concepts from a corresponding ontology. They used word embedding
models and two matching verb-phrase methods and employed ontology relationships
between concepts. Their approach is still emerging and needs more work to improve
its performance.

However, convolutional neural networks (CNN) and long short-term memory
(LSTM) have obtained extensive attention as promising methods for sentiment analysis.
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For example, Heikal et al. [21] explored the performance of three DL models, namely,
CNN, LSTM, and merged CNN-LSTM models with AraVec word embedding, to pre-
dict the sentiments of an Arabic Twitter dataset ASTD [22]. The ensemble CNN-LSTM
model achieves the best F1 score with 64.46% value.

Also, Alayba et al. [23] attempted to study the advantages of combining two neural
networks models on different Arabic sentiment datasets, Main Arabic Health Services
(Main-AHS) dataset [24] and Sub-AHS dataset [25] by applying character N-Gram
level (chSgram) and word level sentiments. The proposed model achieved an accuracy
value of 0.9424 when applied to the Main Arabic Health Services (Main-AHS) dataset
with word-level sentiment while obtaining an accuracy value of 0.9568 when applied
to the Sub-AHS dataset with Ch5-gram-level.

Meanwhile, other researchers compared the performance of traditional ML models
with DL models. The results of their studies proved that DL models outperform ML
models. For example, Elzayady et al. [26] compared three regular machine learning
methods, K-Nearest Neighbor (KNN), Naive Bayes, and DT with two deep learning
models: LSTM and CNN. These techniques were applied to Arabic Hotel Reviews
(HTL) dataset [27] and Arabic Book Reviews (LABR) dataset [28]. The results show
that the combined CNN-LSTM model achieved a competitive average accuracy
value of 86.88% and 85.83% when applied to LABR and HTL datasets, respectively.
Oussous et al. [29] showed that the CNN and LSTM models on Moroccan Sentiment
Analysis Corpus (MSAC) outperformed NB, SVM, and ME classifiers with differ-
ent preprocessing techniques. Furthermore, Ombabi et al. [30] studied the perfor-
mance of CNN and LSTM with different embedding models used for the input layer.
The experiment was conducted on a multi-domain sentiment corpus [27] [28] where
the best accuracy value (90.75%) was achieved when one CNN layer and two LSTM
layers were applied with FastText skip-gram word embedding model. Alayba &
Palade [31] proposed a CNN-LSTM model without the use of max-pooling layer
with various word embedding models; GloVe, Word2Vec, and FastText. Also, they
investigated various word normalization techniques, such as Madirma, Farasa, and
Stanford. They evaluate their model using Arabic Health Services AHS dataset [25],
Ar-Twitter dataset [32], and Arabic Sentiment Tweets Dataset (ASTD) [22]. Their
model achieves accuracy value of 0.948 for Main-AHS dataset using Farasa Lemma-
tization, 0.889 for Ar-Twitter dataset using Madamira Stemming, and accuracy value
of 0.8162 for the ASTD dataset using Word2Vec skip-gram embedding model with
200 dimension vectors.

A comparison among the previously mentioned related approaches in terms of
reference, year, proposed method, dataset, evaluation metric, and results is shown in
Table 1.
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While the studies mentioned above focused on applying deep learning and machine
learning techniques to Arabic datasets, other studies used other techniques for English
sentiment analysis; such as the capsule network that was investigated by Demotte
et al. [S1]. They proposed to use shallow, deep, and ensemble capsule networks for sen-
timent classification with two datasets collected from Twitter. They also explored the
use of static and dynamic routing methods to enhance the accuracy of text classification.
The results of their experiment show accuracy of 0.869 for Stanford Twitter Sentiment
Gold dataset with the shallow capsule network, dynamic routing and crawl Glove word
embedding.

However, some studies focused on other low resource languages, such as Sinhala.
The work of Meedeniyal and Perera [52] evaluated the categorization of Sinhala
documents by proposing a model based on Latent Semantic Analysis, Gaussian
Mixture model, and k-means clustering while Lenadora et al. [53] tried to investigate
the behavior of Sri Lankan people posts on Facebook during COVID-19, where the
behavioral patterns, topic significance, and topics co-occurrence where analyzed.

In this research, we proposed to use different deep learning models with LSTM and
CNN for Arabic sentiment classification task on COVID-19 tweets with two classes,
namely, positive and negative. Also, we employed CBOW and Skip-gram Aravec
pre-trained vectors as input to the models.

3 Methodology

Four deep learning models are proposed to be applied to Arabic sentiment analysis
based on text representation methods and DL methods. The techniques that constructed
the proposed models are described in the following subsections.

3.1 Word embedding

Word embedding refers to a representation that captures the semantic relations
between words. Each word is implemented as a vector of real numbers in the dimen-
sional space where words with similar vector representations would be considered
semantically similar.

AraVec refers to a pre-trained word embedding model for Arabic [18]. AraVec has
16 different learning word embedding models that have been trained using Twitter and
Arabic articles from Wikipedia with vector dimensions of 100 and 300 [33] [54]. These
articles and tweets are trained using an adapted version of Word2Vec models [34], the
CBOW, and the skip-gram.

To obtain results with higher accuracy, we used AraVec word embedding as an
embedding input layer for the tested DL models where each word is used as an input
in a sequence.
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3.2  Long short term memory networks (LSTM)

LSTM network is a special version of the recurrent neural network. It has been
designed to overcome the problem of vanishing /exploding gradient [35] that occurs in
RNN [50], and it has the ability to learn better long-term dependencies [36].

LSTM can remember information from the past through its ability to remove or
add information to a memory cell state based on the context of input. The LSTM cell
is controlled and regulated by three binary gates, namely, forget gate f, input gate i,
and output gate o,. Equations (1), (2), (3), (4), (5), and (6) represent the forget gate, the
input gate, the activation function, cell state, output gate, and the output . Having x, is
the input for each time-step, /,, is the output from the previous LSTM unit also called
hidden unit, and ¢, is the memory of previous unit.

f=o (W [hox J+b,) M)
i = (W.[h_.x]+b,) )
p,= tan(Wp.[hl_l,le—i-bp) 3)
¢ =J,%¢, tixp, “4)
o,=c(W,.[h..x]+b,) (5)
h,=o,X tan(c,) (6)
Where:
/;is the forget gate

i, is the input gate

o, is the output gate

h,_, is the output from the LSTM previous unit

x, is the input for each time-step

c, is the cell state at timestamp ¢

¢, , is the memory of the previous unit

p, is the activation function

W.,Ww, W, W, are the weights for the forget, input, activation, and output gate neu-
rons respectively.

o is the sigmoid function.

b s b, bp, b, are the biases for the forget, input, activation, and output gates,
respectively.

Figure 1 shows the relations between these gates in a single LSTM unit where the
forget gate controls how much of the old state has to be forgotten by using sigmoid
activation function. The output refers to a number between 0 and 1 where the value of
“zero” indicates forget while the value of “1” means keep. The input gate controls the
new information that updates the memory cell state. It employs a sigmoid function to
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decide what values to be updated and utilizes fanh function to create a vector of new
candidates that can be added. These two output values are combined to update the cell
state. The final value on the output gate decides what information should hold to the
next cell state [37].

h,

(i/c\/J o \/v (tanh ) Co & CVX;)
4 S
NN ‘ ‘ NN | NN ‘ ‘ NN ‘

Fig. 1. LSTM unit [38]

3.3  Convolutional neural networks (CNNs)

The basic principle of CNNs or ConvNet is the convolution operation. CNNs are
popularly used for image analysis, they have some type of specialization for being able
to select and detect specific patterns from images, especially in sequence processing,
computer vision, as well as certain NLP tasks [39] such as sentiment analysis which is
a widespread used application of CNNs [40].

CNN can have more than one-dimensional convolution layer according to the type
of data. When CNNs are applied to texts instead of images, one-dimensional layer is
usually used to extract features because texts are considered sequential data. However,
the main concept remains the same for both data types [41].

The most suitable NLP application of ConvNet is the classifications task. For exam-
ple, sentiment classification can detect the patterns in a sentence regardless of their
position by considering the n-grams, characters, or sequence of characters [42].

A word embedding layer and a one-dimensional convolutional network are required
to use CNN for text data. In the embedding layer, each word in a sentence is converted
into a word embedding vector. Then, the vector is padded to obtain equal dimensions
for all vectors in the matrices [43]. The convolutional layer receives input as embedded
word vectors and detects the features by applying filters to each possible window of
words in the sentence. The result is one representative vector for the whole sentence.
Next, convolved features are generated by passing vectors to a pooling layer for the
further sampling of output and for capturing the prominent features [44].

The pooling operation is used to reduce computation power by reducing the dimen-
sionality of features. The pooling layer combines the vectors generated from different
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convolution windows into one-dimensional vector by taking the maximum value or
the average pooling value, which will keep the most prominent features in a sentence.
Subsequently, the vector is fed into a fully connected layer to perform its intended
classification task [45].

3.4  Proposed models

This section presents the four models that have been evaluated through the experi-
ments. The differences among these models are determined by adding a new element
each time to the current model, and as a result four models were experimented.

Model 1: is an LSTM model and consists of the three layers as illustrated in Figure 2.

Word embedding layer: pre-trained AraVec word embedding is used to convert the
tweets into numeric format.

LSTM layer: comprises of a stack of LSTMs, with a number of hidden units equal
to 100, which reads a single element of the input sequence in each time step, col-

lects information from it and proceeds to the next time step. The input sequence is the
tweet X = {xl 23Xy ey X, } At each time step, the hidden states hj’_‘ € R, for the tweet and
illustrated in Equation 7.

htx = f(htx—l ’xt) (7)

where f can be a non-linear function or even an LSTM. The last hidden state encap-
sulates a summary of the input sequence that is sent to the output layer.
Output layer: where the output is computed using Sigmoid with dense layer.

Sentiment Class

LSTM Layer

Word Embedding
Layer

Tweet

Fig. 2. Represents the architecture of model 1

Model 2: is LSTM model as well. However, dropout is added to the model to prevent
it from overfitting. It consists of the same three layers. However, dropout of 0.2 is added
before the LSTM layer.

Model 3: corresponds to an update of model 2 and consists of the same three layers
and dropout of 0.2. The only difference is in the hidden units where it is increased into
150 units. The architectures of models 2 and 3 are illustrated in Figure 3.
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Sentiment Class

Dense + Sigmoid

Output Layer

LSTM Layer

Word Embedding
Layer

Tweet

Fig. 3. Architecture of models 2 and 3

Model 4: is a four layers model that comprises LSTM and CNN as illustrated in
Figure 4. The four layers are described as follows:

Word embedding layer: pre-trained AraVec is used to convert the tweets into vectors
with numeric format, and a dropout of 0.2 is used to prevent the model from overfitting.

CNN layer: consists of 1D convolutional and Maxpooling operations.

LSTM layer: represents the same LSTM layers discussed in Model 1 with 150 hid-
den units.

Output layer: the output is computed using Sigmoid with dense layer.

Sentiment Class

Output Layer
LSTM Layer
CNN Layer

Word Embedding
Layer

Tweet

Fig. 4. Architecture of model 4

In the embedding layer of the four models and after loading the dataset, the maxi-
mum length of the tweets is computed, and a vocabulary is built where the vocab size is
computed. Next, word-to-index dictionary is created to convert the tweets into vectors
using the dictionary, and the short tweets were padded with zeros. Then, the embedding
matrix is created using the AraVec.

4 Experiments and dataset

Inthisresearch, four DLmodels are applied to Arabic sentimentanalysis for COVID-19
tweets dataset. The tweets are classified into two categories, namely, positive and
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negative. In the following subsections, more details are provided for the dataset,
experimental settings and results.

4.1 Dataset

We generated our dataset by collecting Arabic tweets from Twitter regarding
people’s reactions to the COVID-19 pandemic. The collected dataset consists of 15779
Arabic tweets that indicate people’s perceptions on the seriousness of the coronavirus.
Then, the collected tweets are labeled manually by human annotators using two labels,
namely, positive or negative. As a result, 12,176 tweets are labeled as positive, and
3,613 tweets are labeled as negative, which indicates an imbalanced dataset where the
number of positive tweets is greater than the number of tweets in the negative class as
shown in Figure 5.

Tweets histogram

12000
10000
8000

6000

Frequency

4000

2000

Sentiment-Label

Fig. 5. Positive and negative tweets in COVID-19 labeled dataset

A sample image of the data record is shown in Figure 6 where each record consists of
an Arabic tweet about COVID-19 and a label of 1 or 0, where label 1 indicates positive
perception while zero indicates negative perception.

Arabic Tweet Label
JoY 30l e Umarly s I9aely pgoasn)] gl U9)sS G9uag UgygSs A28 (ol s
LoysS ohel (@ Bly Clas 276 S8 dlallses JI o Wy
& 3 Lo Vo o4 4w b derglan > Olie wally O ,aY | e 51 4008 p (655 Lg)ysS
s Uig )5S g3l distizell g jym pMAEY! 9 Egum gall p5eyal dunlle duallal] dowpall O a2 Bl (3451
Lo)sS e J3i1 Bl
JSo)l sy dlll Unau- Bg ) oS ki allog dosls- Lids-!
251 Bliall dad Lnale g oS sl
Ug )5S 50 dole 2yl 048 gald] ol ailol

O R R L OOR K

Fig. 6. A sample image of the data record in Arabic COVID-19 dataset
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4.2  Data initialization and sampling

The collected tweets require a preprocessing step to fit the intended sentiment anal-
ysis task [46]. Preprocessing includes the removal of unwanted data, such as duplicate
tweets, hash tags, HTML tags, URL links, numeric data, emoji, diacritics, punctuation
marks, and special characters.

The next step is to divide the dataset into two sets, namely, training set and testing
set. The training set represents 70% of the tweets in the dataset, which is sampled ran-
domly from the total data while the testing set represents 30% of the dataset and sam-
pled randomly considering the percentage of records labeled as negative and positive.
The result in this stage is 4737 randomly sampled records for testing, and 11052 records
are left for training. Table 2 shows the statistics of the training and testing sets in terms
of the negative and positive classes.

Table 2. Training and testing sets

Class Training Testing Percentage Total
Positive 8529 3647 77% 12,176
Negative 2523 1090 23% 3,613
Total 11,052 4,737 100% 15,789

4.3  Hyperparameters settings

This subsection presents the hyperparameters’ settings for all experiments conducted
in this research. The baseline experiments were conducted using Adam optimizer, its
default initial learning rate (0.001) and a dropout of 0.2 while four batch sizes; 32, 64,
128, and 256 were investigated and the maximum number of epochs was 20 epochs.
Early stopping was determined once the model performance stopped improving which
was after three training epochs.

However, experimental tuning for hyperparameters was carried out, where the con-
ducted experiments show that the maximum epoch size reached 14 while the minimum
reached 4 using early stopping.

5 Results and discussion

This section illustrates the results obtained from the experiments conducted using
the four models discussed in the previous section. Figure 7 shows the results of the four
models using N-gram and unigram for different batch sizes with embeddings of dimen-
sion 300 while Figure 8 shows the results for these models with words embeddings of
dimension 100.

It is shown in Figure 7 that when using embeddings with dimension of 300, the high-
est accuracy value reached 100%, while the lowest value reached 93.22%. However,
with dimension of 100 as illustrated in Figure 8, the highest accuracy value reached
98.9%, and the lowest reached 91.6%.
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These findings confirm that the embeddings of dimension 300 contain more
information and thus provides better results. Furthermore, when comparing the CBOW
to the Skip-gram (SG) model without considering the dimension, the results show that
the highest accuracy value for the experiments that were implemented using CBOW
reached 100% and the lowest was reached at 91.6%. Meanwhile, the highest accuracy
value using SG reached 99.11%, and the lowest value was 92.15% as shown in Figure 7
and Figure 8. Therefore, there is no preference for using CBOW model over SG model
or vice versa.
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Fig. 7. Accuracy values using different Aravec models with dimension 300
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Fig. 8. Accuracy values using different Aravec models with dimension of 100

Table 3 shows the best accuracy results while Table 4 shows the worst accuracy val-
ues for the four models. As shown in Table 3, the best accuracy among all models was
obtained by model 3 and reached 100%, when using N-gram CBOW with dimension
of 300, batch size of 64, and after 4 epochs. The second best accuracy value reached at
99.11% by model 1 when using N-gram SG with dimension of 300, batch size of 128,
and after 6 epochs. The third best accuracy reached 98.9% by model 2, when using
unigram CBOW with dimension of 100, batch size of 64, and after 6 epochs. While
the last best accuracy value reached 98.69% by model 4, when using N-gram SG with
dimension of 300, batch size of 64, and after 4 epochs.

Table 3. The four models sorted according to best accuracy results

Best Accuracy Batch Size Epoch Aravec Model Dimension
Model 1 99.11% 128 6 SG N-gram 300
Model 2 98.9% 64 6 CBOW Unigram 100
Model 3 100% 64 4 CBOW N-gram 300
Model 4 98.69% 64 4 SG N-gram 300

Table 4 shows that the worst accuracy among all models was obtained by model 1
and reached 91.6%, when using N-gram CBOW dimension of 100, batch size of 128,
and after 5 epochs. The second worst accuracy value reached 93.22% by model 2, when
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using N-gram SG dimension of 300, batch size of 256, and after 4 epochs. The expla-
nation is that model 2 is an updated version of model 1, where a dropout is added to the
model. Model 3 reached the third worst accuracy value of 93.65% when using N-gram
SG with dimension of 100, batch size of 256, and after 4 epochs. Model 3 is an update
of model 2, where the number of hidden layers is increased. Finally, model 4 reached
the last worst accuracy value of 95.97% using N-gram CBOW with dimension of 300,
batch size of 32, and after 4 epochs. The difference between models 3 and 4 is that a
CNN layer was added to the latter. To recap, we can say that adding dropout, increasing
hidden layers, and adding a CNN layer enhanced the performance of the sentiment
classification task of the LSTM model.

Table 4. Four models sorted according to worst accuracy results with some details

Worst Accuracy Batch Size Epoch Aravec Model Dimension
Model 1 91.6% 256 5 CBOW N-gram 100
Model 2 93.22% 256 4 SG N-gram 300
Model 3 93.65% 256 4 SG N-gram 100
Model 4 95.97% 32 4 CBOW N-gram 300

The results also show that the use of large batch sizes does not enhance the per-
formance of the models for sentiment classification task because the worst accuracy
results are obtained mostly when a batch size of 256 is used, while 64 is the batch size
of the majority of the models when the best accuracy values are achieved.

6 Conclusion

In this paper, four models based on LSTM deep learning model for sentiment clas-
sification task are studied because of its ability to capture long-term dependencies to
keep historical information and try to reduce the effect of vanishing/exploding gradient.
Also, we attempted to test the effect of adding a one-dimension convolutional layer
to the LSTM model to extract more prominent features with Aravec pre-trained word
embedding model used as the input layer. The experimental results prove that the four
models improve the accuracy results of sentiment classification task effectively where
the best accuracy value (i.e. 100%) is achieved by model 3, which has more hidden
units and applied with CBOW embedding model with dimension of 300, batch size of
64, and 4 epochs.
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