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Abstract—A detection system based on digital image processing and machine 
learning classification was developed to detect normal and cancerous lung con-
ditions. 340 data from The Lung Image Database Consortium and Image Data-
base Resource Initiative (LIDC–IDRI) were processed through several stages. 
The first stage is pre-processing using three filter variations and contrast stretch-
ing, which reduce noise and increase image contrast. The image segmentation 
process uses Otsu Thresholding to clarify the Region of Interest (ROI) of the 
image. The texture feature extraction with Gray Level Co-Occurrence Matrices 
(GLCM) was applied using 21 feature variations. Data extraction is used as a 
label value learned by the classification system in the form of Support Vector 
Machine (SVM). The results of the training data classification are processed with 
a confusion matrix which shows that the high pass filter has higher accuracy than 
the other two variations. The proposed method was assessed in terms of accuracy, 
precision and recall. The model provided an accuracy of 99.33 % training data 
and 97.50 % testing data.
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1	 Introduction

Lung cancer is one-fifth of the causes of death worldwide [1]. Lung cancer is gen-
erally detected at 55 to 70 years because diagnosing this cancer at an early stage is 
difficult. Meanwhile, early detection of this disease is essential to determine a more 
appropriate treatment so that it can control the increase in the stage and spread of lung 
cancer in other parts of the body as an effort to increase the patient’s survival factor [2].

The results of the medical image in the form of Computed Tomography (CT) pro-
vide the information we need to detect lung abnormalities [1]. However, the results of 
CT images often look blurry or lack contrast, so much important information is not read 
by analysts, causing different readings for the diagnosis and prognosis of this disease. 
Therefore, we need a method that can improve the results of CT scan medical images 
to obtain maximum information in detecting lung abnormalities in the form of cancer. 
The image improvement process can use image processing techniques.
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Filters are applied as a pre-processing stage of lung CT scan images so that the 
image with the best conditions [3], using filter types including low pass, median, and 
high pass filters. To improve image quality, use Contrast enhancement. In this case, 
contrast stretching can stretch the CT scan. Contrast stretching takes advantage of all 
possible intensity ranges in the image so that the increased contrast is spread well over 
the image [4].

Small nodules in the lungs are the initial diagnosis that the lungs have abnormalities 
and can potentially become lung cancer [2]. A lung segmentation stage is needed to 
distinguish the structure of the lungs from other parts of the image. One of the segmen-
tation algorithms used to find ROI is Otsu Thresholding. Otsu Thresholding will make 
the colour image binary by determining the threshold value automatically so that the 
segmentation process is faster and reduces trial and error [5].

Combining image processing techniques with a machine learning-based classifi-
cation system is an automatic detection system for various existing problems. This 
technique has received attention in all sectors, especially health, to detect lung cancer 
[6]. Several previous studies have shown that the success rate for this combination is 
still less than 90%. Several previous studies use deep learning to detect lung cancer. 
Although it has an accuracy of more than 90% but has a weakness in that it generally 
uses an algorithm that is always difficult to interpret, takes longer than machine learn-
ing, and requires a lot of data. Hence, it is less good if used on small data and requires 
a high-performance computer because it performs the matrix multiplication process in 
large numbers [7]–[10]. Therefore, the author develops a new combination of image 
processing with machine learning-based classification.

The proposed methods include using contrast stretching and filtering in low-pass, 
median, and high-pass filters. The segmentation method used is Otsu Thresholding, 
image feature extraction with GLCM 21 parameters, and SVM classification. This step 
is expected to detect abnormalities in the image of the lungs and detect whether the 
condition of the lungs is normal or there is cancer, resulting in the program’s success in 
detecting lung cancer images that are better than in previous studies.

2	 Related works

The development of information technology, especially Artificial Intelligence in the 
health sector, is growing rapidly, and many studies have been carried out to improve 
diagnostic tools [11][12]. Several related studies regarding the detection of lung can-
cer have been developed, including by Sivakumar & Chandrasekar [13], developing 
a method for detecting lung nodules by applying the Median filter method, Weighted 
Fuzzy-Possibilistic C-Means segmentation and GLCM (4 features) on 54 images CT 
scan of the lungs. The proposed classification system is three types of SVM Kernel 
Radial Basis Function, and the highest accuracy for SVM Kernel is 80.36% to detect 
normal and abnormal conditions (cancer) in the lung.

Syifa et al. [14] applied the GLCM feature extraction process from 35 lung biopsy 
images but not through the image quality improvement process. The GLCM used has 
two pairs, namely contrast-homogeneity and homogeneity-correlation. The results of 
each extraction pair were classified using Naïve Bayes and obtained an accuracy of 
80% in detecting cancer and normal lung conditions.
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Singh & Gupta [15] used Gaussian blur, Otsu’s adaptive Gaussian thresholding and 
GLCM (14 features) methods to process 15.750 CT scan images. The classification 
used in this study is seven types with the highest accuracy for machine learning, namely 
K-Nearest Network (KNN), with an accuracy value of 86.21%.

The research of Günaydin et al. [16] aimed to detect anomalies in 173 CT scan images 
of the lungs. The method used is Principal Component Analysis to reduce dimensions. 
This study also compares several machine learning classification systems. The com-
parison results obtained are that the Decision Tree system has the highest accuracy 
of 79.97%. Dev et al. [17] used the Thresholding method, morphological extraction  
(33 feature variations), to process 80 lung CT scan images. The classification, in this 
case, aims to detect cancer and non-cancerous conditions with SVM, and the accuracy 
results obtained are 86.25%.

Islam et al. [18] use GLCM-based image extraction with eight features and use sev-
eral types of machine learning-based classification systems, including SVM, KNN, 
Random Forest and Naïve Bayes. Many data used in this study amounted to 19 images, 
and from the research conducted, the best classification system for detecting the pres-
ence of nodules in the lung is the SVM method, with an accuracy of 73.68%. Firdaus 
et al. [19] also discussed the development of a lung cancer detection system from  
35 CT scan images with GLCM extraction using five features and SVM as a classi-
fication method. Detection of lung nodules into benign or malignant from this study 
obtained an accuracy rate of 83.33%.

Santhi & Rajkumar [20] developed a Stochastic Diffusion Search method for lung 
cancer diagnosis as a feature selection algorithm. In the test on 270 images, classifi-
cation results using Naïve Bayes obtained an accuracy value of 88.25%. Banerjee & 
Das [21] used histogram equalization, median filter, edge detection Prewitt, threshold, 
and watershed segmentation using gradient image processing. The accuracy obtained 
is 90% with the classification using SVM. Yunianto et al. [22] conducted a study on the 
classification of lung cancer from 40 CT scan images using Naïve Bayes with 12 fea-
tures of GLCM image extraction. The success rate obtained is 88.33%, with a GLCM 
angle of 0˚. Ayad et al. [23] segmenting using CNN-based deep learning, ReLU activa-
tion function, and Softmax function modified with data from LIDC-IDRI obtained an 
accuracy value of 98.9%.

This research underlies the development of lung cancer detection based on CT 
scan images with a combination of digital image processing and machine learning.  
The expected success rate is achieving an accuracy value exceeding previous studies.

3	 Proposed method

The basic idea of this research is to find the best accuracy for detecting lung cancer 
by increasing the use of features in the feature extraction process. The flow chart of this 
research shown in Figure 1 consists of several processes, grayscaling as the stage of 
converting Red, Green, and Blue (RGB) images to grayscale, improving image quality 
by filtering using a high pass filter and contrast stretching to obtain image engineer-
ing results. Nodule segmentation using Otsu thresholding and extracted image using  
21 features of GLCM. The extraction results are input for the SVM classification 
process, with the normal image symbolized as zero and the cancer image as 1.
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Fig. 1. Schematic diagram of proposed method

3.1	 Datasets

The research data was from LIDC-IDRI Dataset which can be downloaded using 
the National Biomedical Imaging Archive (NBIA) in Digital Imaging and Commu-
nications in. Medicine (DICOM) format. A Snippet in the source database was con-
verted into.png format using 3D Slicer 4.11. This study uses 340 data, consisting of  
300 training data and 40 test data.

3.2	 Image enhancement

The initial stage in image enhancement is the conversion of an RGB grayscale image 
using the initial data. The next image enters the image quality improvement stage using 
filtering, which consists of the following filters:

•	 Low pass filter, this filter will remove points that are different from their neighbour-
ing points [22][23]:
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•	 Median filter, the intensity of each pixel will be replaced by the average of the inten-
sity values of that pixel with its neighbouring pixels. [22][25]:
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•	 High Pass Filter, to maintain a higher frequency [22][26][27].

The contrast stretching method is also used in the image quality improvement pro-
cess [28][29]:
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Table 1. 21 features extraction uses for this study
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(Continued)
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Features Equations
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3.3	 Segmentation

Image segmentation is separating objects from other objects or object backgrounds 
from an image [30]. Otsu Thresholding is a segmentation method that divides the image 
into two classes according to grayscale, with the threshold value used as the optimal 
cutoff value to stretch the contrast in the image so that the resulting histogram becomes 
unimodal [31].

3.4	 Features extraction

The steps in determining the GLCM are reading the entered image, setting the high-
est grey level value to build the matrix framework, then determining the direction and 
distance from the reference pixel to neighbouring pixels, and then calculating the num-
ber of co-occurrence values based on the direction and distance in the previous stage, 
calculating the normal matrix from the value. Co-occurrence and counting are based on 
the defined features [22]. In characterizing the ROI, characterize the grain image so that 
there is an increase in classification using several features optimally [23]. This study 
uses a total of 21 features in Table 1.

Table 1. 21 features extraction uses for this study (Continued)
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3.5	 Classification

SVM is a supervised learning method, requiring a set of training data labelled to be 
studied by the system. SVM has the advantage of classifying two classes. The basic 
idea of this SVM is to maximize the hyperplane boundary to obtain a better generaliza-
tion for the classification process [17][27][36].

The SVM method is one of the best methods for making predictions. Basically, SVM 
will build an optimal hyperplane that separates the two classes. As example, X = (xi, 
zi) is a linearly separable training data set. xi ∈Rn is the data from the n-dimensional 
space with the associated class label, namely Zi ∈ [−1 1]. I = 1, 2, … , n, where n is a 
lot of data. The maximum separation of two classes from training data with an optimal 
hyperplane is expressed in the following equation [27][28][37]:

	 w x. � �b 0 	 (25)

With xi. w + b ≥ 1 if yi = 1 and xi. w + b ≤ −1 if yi = −1. Where b is a scalar quantity, 
w is a vector perpendicular to the hyperplane, and xi as a data vector that is tangent to 
the support line or is called a support vector. The distance between the two hyperplanes 
is 2 / w .

4	 Results and discussion

The image used in this research is sourced from LIDC-IDRI issued by the National 
Cancer Institute (NCI). The amount of data used is 340 lung image data. These data 
sets were classified into training and test data sets, with 190 data sets for patients with 
normal lung conditions and 190 data sets for patients with nodule lungs. In the image 
enhancement process, the training process uses a low, median, and high pass filter. 
These filters are applied to the entire image and produce the state of the image as in 
Figure 2.

According [38], a high pass filter will take an image with a high-intensity grada-
tion if the filtering results show an image with less noise and sharper than other filter 
results. The subsequent analysis compares the image’s histogram before and after being 
filtered because the changes from this process are not visible visually. The histogram 
expressed the data distribution of the grey degree values, which is a function to express 
the number of occurrences of each value. By the following statement, the histogram, 
in this case, will show the state of the distribution of the dark and light intensity of the 
existing image. The x-axis in the histogram represents the intensity of pixels, and the 
y-axis shows the frequency or number of pixels. The pixel intensity value, which tends 
to approach zero, indicated the dark state of the image. Low-contrast images are in the 
pixel intensity value range from 74–224. High-contrast images are in the pixel inten-
sity value range from 0–255. Furthermore, images with bright conditions will tend to 
approach the value of 255.
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(a) (b)

(c) (d)

Fig. 2. (a) Before filtering (b) filtered with low pass filter (c) filtered with median filter  
(d) filtered with high pass filter

Figure 3 shows the histogram for the cancer image. The number of pixels in the pixel 
intensity indicates a change in this histogram. In the dark range of 0–50, Figure 3b 
with a low pass filter has a role by producing more pixels than the state before filtering. 
Figure 3d with a High Pass Filter also increases the number of pixels in the 0–50 dark 
range, but the value increase distribution is more regular than in the low pass filter. 
While in Figure 3c, with the median filter, it can be seen that this filter reduces the num-
ber of pixels in the dark range compared to the other two filter variations.

Changes in the histogram are also visible in the bright range from the intensity value 
close to 255. Based on the histogram, the low pass filter will increase the number of pix-
els with the bright intensity value, the high pass filter will reduce the number of pixels 
with the bright intensity value, and the median filter will increase the number of pixels. 
The number of pixels with bright intensity values but not exceeding the low pass filter.
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(a) (b)

(c) (d)

Fig. 3. Histogram (a) before filtering (b) filtered with low pass filter  
(c) filtered with median filter (d) filtered with high pass filter

After filtering the image, contrast stretching is used for the quality improvement 
process. This process will increase the contrast of the CT scan image so that the image’s 
grey level’s dynamic field will increase. According to [39], contrast stretching is an 
image improvement process with a point processing character that only depends on the 
intensity value of one pixel. In this case, contrast stretching is applied to each image 
with three filtering variations for the training process.

(b)(a) (c)

Fig. 4. Cancer image with contrast stretching (a) with low pass filter  
(b) with median filter (c) with high pass filter

iJOE ‒ Vol. 19, No. 05, 2023 137



Paper—Gray Level Co-Occurrence Matrices and Support Vector Machine for Improved Lung Cancer…

Figure 4 shows the results of applying the contrast stretching process. Based on 
image observations, this contrast stretching increases the intensity of the contrast so 
that the image looks sharper. However, in Figure 4a, with the variation of the low pass 
filter, the image still has noise compared to Figure 4b with the variation of the median 
filter. While Figure 4c, with a variation of the high pass filter, the image looks sharp and 
has a more apparent grey level.

Image segmentation is the next stage in the digital image processing process. The 
segmentation process uses an analytical approach to the difference in grey levels in 
the image called thresholding. This process will convert the grayscale image passed 
filtering into a binary image. ROI will be seen by clarifying the desired object with 
unwanted surrounding objects in the image so that the shape of the nodule can be 
appropriately detected.

(a) (b)

Fig. 5. Cancer image (a) before Otsu thresholding segmentation  
(b) after Otsu thresholding segmentation

(a) (b)

Fig. 6. Normal image (a) before Otsu thresholding segmentation  
(b) after Otsu thresholding segmentation

The desired object will have a pixel value of 1 as white and 0 as black. In the thresh-
olding process, a conversion limiting value is needed, called the threshold value. 
Based on. [36], this process will take time because many images are used and need 
to go through a conversion value matching process to get good segmentation results. 
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Therefore, the Otsu Thresholding method was chosen, which can measure the threshold 
value automatically. Figure 5 compares cancer images, and Figure 6 compares normal 
images before and after using Otsu segmentation. The image shows the difference in 
the state of objects in the image after going through the thresholding process.

In Figure 5a, there are some nodules and some lung objects that are still visible from 
the filtration process. This segmentation makes the thin noises that describe the lung 
tissue disappears and leaves objects with a more solid morphology. The boundary line 
is also visible in white, with an intensity value of 1.

Furthermore, for the results of normal lungs, Figure 6b shows if the results of this 
segmentation clarify the voids that exist in the lungs and do not cause nodule-like mor-
phology. Segmentation results become the basis for taking specific characteristic values 
or characteristics from the image. These values are then studied and used to facilitate 
distinguishing between cancer and normal images. A feature extraction process can 
extract the unique features in an image. This extraction takes the image’s identity and 
converts it into a number according to the features of the image. In this case, feature 
extraction is based on texture and grey level, called GLCM.

Table 2. Extraction value of training data using low pass filter,  
median filter and high pas filter

Features
Low Pass Filter Median Filter High Pass Filter

Cancer Normal Cancer Normal Cancer Normal

Autocorrelation 2.3140 1.8115 2.3120 1.8075 2.3007 1.8078

Correlation1 0.9283 0.9427 0.9257 0.9409 0.8695 0.9008

Correlation2 0.9283 0.9427 0.9257 0.9409 0.8695 0.9008

Cluster Prominence 1.0591 1.2235 1.0570 1.2233 1.0111 1.1843

Cluster Shade 0.1170 0.6567 0.1153 0.6574 0.0914 0.6317

Dissimilarity 0.0303 0.0219 0.0311 0.0224 0.0523 0.0379

Energy 0.5227 0.5891 0.5229 0.5898 0.5059 0.5739

Entropy 0.7700 0.6784 0.7714 0.6788 0.8234 0.7270

Homogeneity1 0.9848 0.9891 0.9844 0.9888 0.9739 0.9811

Homogeneity2 0.9848 0.9891 0.9844 0.9888 0.9739 0.9811

Maximum probability 0.6057 0.7192 0.6064 0.7202 0.5967 0.7100

Sum of Squares: Variance 1.6702 1.2478 1.6690 1.2448 1.6684 1.2515

Sum Average 2.8861 2.5483 2.8851 2.5458 2.8846 2.5512

Sum Variance 5.4945 4.3205 5.4853 4.3086 5.3166 4.1787

Sum Entropy 0.7490 0.6632 0.7499 0.6633 0.7871 0.7008

Difference Variance 0.0303 0.0219 0.0311 0.0224 0.0523 0.0379

Difference entropy 0.1344 0.1039 0.1371 0.1057 0.1935 0.1541

Information measure of correlation1 –0.7872 –0.8235 –0.7822 –0.8199 –0.6901 –0.7398

Information measure of correlation2 0.7920 0.7817 0.7898 0.7801 0.7499 0.7530

Inverse difference normalized 0.9899 0.9927 0.9896 0.9925 0.9826 0.9874

Inverse difference moment 
normalized

0.9939 0.9956 0.9938 0.9955 0.9895 0.9924
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The GLCM texture feature extraction features contain mathematical equations that 
process the image’s pixel values to obtain a value based on these features. The features 
used in this study amounted to 21 features developed by Haralick et al. [25]. Table 2 
is the average extraction value from images with nodules and normal images for each 
feature with various filters.

Using the Z hypothesis for each feature to avoid overlapping features. Using this test 
because it meets the requirements for the sample size in image data, that is, more than 
30 samples. In the testing process, the extracted data for cancer and normal conditions 
of each feature variation are used as input variables 1 and 2. The decision-making cri-
teria are based on the results of the two-sided test, where the hypothesis Ho is accepted 
if it meets the conditions –Ztable/2 ≤ Z ≤ Ztable/2 while Ho is rejected if it satisfies the con-
dition Z ˃ Ztable/2 or Z ˂ –Ztable/2.

The accepted hypothesis Ho will conclude that the average value of the extraction 
results on these features does not affect increasing the evaluation value of the classifi-
cation process. On the other hand, if the Ho hypothesis is rejected, then the H1 hypoth-
esis applies. Namely, the average value extracted from the related features influences 
the increasing evaluation value of the classification process. The results of the feature 
usability test on each filter variation, namely, the low pass filter and the median filter 
using the 21 features, influence increasing the evaluation value of the classification 
process, which is indicated by the rejected Ho hypothesis. However, in the high pass 
filter, there is one feature, namely Information of Measurement 2, which stated Ho is 
accepted, so this feature is considered not to influence the process of increasing the 
success indicator of the proposed method.

Input for the machine learning classification process, namely with a support vector 
machine using the values generated from this feature extraction process, implies the 
identity of the training data. The training data, in this case, amounted to 300 data with 
known labels. The initial 150 data became cancer data with a logical value of 1, and 
the following 150 became normal data with a logic value of 0. SVM, in this case, has a 
useful parameter to optimize the results of the hyperplane. The use of user parameters 
in this study is the Kernel Function with the type of Radial Basis Function (RBF) with 
a Kernel Scale value of 0.5 and a Box Constraint value of 106. Comparing the predic-
tion results from the SVM with the truth value of the image using a confusion matrix to 
calculate accuracy, precision and recalls. Table 3. shows the success rate of each filter 
variation in the training process.

Table 3. Accuracy, precission and recall value of training data

Low Pass Filter Median Filter High Pass Filter

Accuracy (%) 97.33 96.67 99.33

Precission (%) 97.33 96.05 99.33

Recall (%) 97.33 97.33 99.33
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Based on Table 3 of the three variations of the filter applied to 300 training data, the 
high pass filter has the best accuracy value compared to the other two variations with a 
value of 99.33%, so using this filter as a program to extract test data.

In the testing process, as many as 40 data have been extracted and predicted using 
prediction results from the training data. Then, the calculation of accuracy, preci-
sion and recall was carried out, and the resulting accuracy value was 97.50%, with a 
precision value of 100% and a recall value of 95.00%.

Figure 7 Shows the learning curve for the training process on the high pass filter 
and process validation. For the training process, there is an increase from 1st data of 
95.00% to 300th data of 99.33%. In the testing process, there is an increase from 1st 
data of 75.00% to the 40th data of 97.50%. The x-axis is made in the percentage of 
data. The resulting graph is included in the good fit learning curve category because the 
plot of the accuracy of the training process rises to the point of stability, the plot of the 
accuracy of the validation process rises to the point of stability and has a slight gap with 
the accuracy of the training.

Fig. 7. Learning curve for the training process and testing process

Table 4 shows several previous studies regarding the detection of lung image results 
with normal conditions and cancer-related to the method proposed in this study. The 
results show that the proposed method has more success detecting features of the image 
of cancer and normal conditions. The accuracy value resulting from the use of the 
GLCM feature 21 features in feature extraction and the use of more data, which is  
300 training data, are the thing that shows the success of this research. So, Using more 
GLCM feature extraction features, the greater the chance of getting high accuracy in 
the digital image processing process.
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Table 4. Comparison the proposed method with related works

No. Author Data Method Accuracy (%)

1 Sivakumar et al., 2013 
[13]

54 Median filter, Weighted Fuzzy-Possibilistic 
C-Means, GLCM (4 features), SVM

80.36

2 Syifa et al., 2016 [14] 35 GLCM (4 features), Naïve Bayes 80.00

3 Singh & Gupta, 2018 
[15]

15.750 Gaussian blur, Otsu’s adaptive Gaussian 
thresholding, GLCM (14 features), KNN

86.21

4 Günaydin et al., 2019 
[16]

173 Principal Component Analysis, Decision 
Tree

79.97

5 Dev et al., 2019 [17] 80 Thresholding, morphological extraction  
(33 feature), SVM

86.25

6 Islam et al., 2019 [18] 19 GLCM (8 features), SVM 73.68

7 Firdaus et al., 2020 [19] 35 Threshold, GLCM (5 features), SVM 83.33

8 Santhi & Rajkumar, 
2020 [20]

270 Stochastic Difusion Search, Naïve Bayes 88.52

9 Banerjee & Das, 2020 
[21]

– histogram equalization, median filter, edge 
detection prewitt, threshold, watershed 
segmentation using gradient, SVM

90.00

10 Yunianto et al., 2021 
[22]

40 Median Filter, GLCM (12 features), Naïve 
Bayes

88.33

11 Proposed method 340 High Pass Filter, GLCM (21 features), SVM 97.50

5	 Conclusion

21 feature extraction with GLCM features used for the classification process with 
SVM. The results show that the variation with a high pass filter has the highest success, 
with an accuracy value of 99.33%, and the testing process with a high pass filter has an 
accuracy of 97.50%. The proposed method has succeeded in improving image quality 
and increasing accuracy in detecting lung images for cancer cases and normal lungs 
well.
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