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Abstract—Clinical text classification of electronic medical records is a chal-
lenging task. Existing electronic records suffer from irrelevant text, misspellings,
semantic ambiguity, and abbreviations. The approach reported in this paper elab-
orates on machine learning techniques to develop an intelligent framework for
classification of the medical transcription dataset. The proposed approach is based
on four main phases: the text preprocessing phase, word representation phase,
features reduction phase and classification phase. We have used four machine
learning algorithms, support vector machines, naive bayes, logistic regression and
k-nearest neighbors in combination with different word representation models.
We have applied the four algorithms to the bag of words, to TF-IDF, to word2vec.
Experimental results were evaluated based on precision, recall, accuracy and F1
score. The best results were obtained with the combination of the k-NN classifier,
and the word represented by Word2vec achieving an accuracy of 92% to cor-
rectly classify the medical specialties based on the transcription text.

Keywords—clinical text, classification, logistic regression, support vector
machines, k-nearest neighbors, naive bayes, word of bag, TF-IDF, word2vec

1 Introduction

Natural Language Processing (NLP) is a process utilized for analyzing programming
languages to help develop tools and techniques that can allow computers to perform
various tasks based on the knowledge of humans. It has gained widespread atten-
tion due to its numerous applications in various fields like machine translation, email
spamming detection, medical inquiries, and question answering. Currently, NLP field
consists variety of cognitive models, linguistic theories, and engineering issues; and its
applications can be classified into different classifications. One of them is to classify it
into: speech recognition, natural language interface, story understanding, text genera-
tions, discourse Management, and text classification [1-2].

Text classification is an important task in NLP which is a process of extracting
structured and unstructured information from a text and then classify it according to
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some rules. One of the most important fields of text classification is the clinical text
classification, where a text is extracted from the Electronic Medical Records (EMR)
and classified into different classifications. The clinical text classification process
involves different tasks that may differ from system to another. For example, clinical
text classification may provide smoking-status detection, patient classifications for dif-
ferent purposes, and classification of obesity [3—4]. EMR are widely adapted in medical
providers’ systems, which led to creating large containers of structured and unstruc-
tured clinical data. These data can be classified to be leveraged in biomedical research
and in health care delivering. On the other side, Text classification of EMR involves
specific challenges compared to other related systems. These challenges include: the
misbalancing of the dataset, misspellings, semantic ambiguity, and abbreviations [5].

Recently, a clinical text classification widely adopts machine learning to demon-
strate information extraction and text classification. These led the community of NLP
to give more attention of applying machine learning and improving the performance
of text classification. Usually, the most common first stage is to extract some features,
such as bag of n-grams and bag of words [6].

In this work, we analyze the impact of various word representations such as BOW,
TF-IDF and Word2vec and the impact of various machine learning algorithms such as
Support Vector Machine (SVM), Naive Bayes, k-NN and Logistic Regression (LR) on
the performance of clinical text classification tasks. The experiment will be conducted
on the medical literature dataset to investigate which algorithms has the most efficiency
towards clinical text classification performance.

This paper is organized as follows: Section 2 offers the related research. Section 3
describes the details of our proposed methodology. Section 4 demonstrates the experi-
mental results and evaluation. Section 5 finally outlines the conclusion and future works.

2 Related works

In this section, a number of recent studies, which are based on different machine
learning techniques for clinical text classification, are reviewed in general.

Yumeng Guo et al. [7] proposed an algorithm for multi-label text classification of
clinical records by grouping the selection of embedded feature of those records. They
claimed that this method should produce a firm feature classification and lessen the
negative effects of educating dataset. In addition, they claimed that this method may
gain more performance if it is adjusted to multi-label data structure for clinical text data.
The algorithm employed the forward search strategy and prediction risk in its work to
assess the importance of features at the time the feature subset is generated to enhance
the classifier’s performance. The algorithm mainly depends on the classifier’s learn-
ing capability and the measure of employed evaluation for calculating prediction risk.
The authors applied their algorithm to 1566 clinical records marked by disease codes
from a dataset that was created by the Computational Medicine Center (NLP Chal-
lenge). The records’ contents mainly contained reports from some radiologists regard-
ing some patients written in the form of free text. The experiment extracted the bag of
word features from that raw text and then transformed the counts of words into TF-IDF
features. After filtering of stop words and stemming of word, the algorithm only kept
the word of frequencies of the highest 232 words. Then a batch of ICD-9-CM codes
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are produced to represent disease labels. This batch consists of carefully entries of clas-
sified disease which are labeled by distinguished numbers. These numbers can be used
to categorize the clinical records into their corresponding diseases.

Mei-Sing Ong and others [8] proposed an automated categorization algorithm of
clinical incident reports by using the classification of statistical text. They developed
three classifiers of statistical text to identify two clinical incidents’ classes: incorrect
patient identification and inadequate clinical handover. They developed their classi-
fiers based on the SVM with radial-basis function and with linear Kernel, and Naive
Bayes algorithm. These algorithms were trained and tested on some incident reports
that are submitted by some public hospitals. The target was to identify the two clinical
incidents clarified before. They trained each classifier on 600 reports and tested on 372
reports. Then, they evaluate the results using some standard measures of accuracy such
as recall, precision, area under the curve, and F-measure. They used a limited number
of incidents from the AIMS dataset for developing and testing their algorithm. The
results they performed show good performance on clinical handover categorization and
on the identification of the patient’s incidents. Their results showed that the algorithm
they provided should perform well in categorizing identification incidents of patient
and on classifying clinical handover. They achieved an accuracy around 80% with most
classifiers using a small sample of 100 records.

Yijun Shao et al. [6] made a comparison between two of the most common used
techniques for clinical text classifications (i.e., Word Embedding Features and Bag-
of-Words Features). They applied doc2vec and word2vec features on some set of clini-
cal text classification functions and then they compared the results using the features of
normal bag-of-words (BOW). They generated their dataset from Veterans Affairs (VA)
electronic records which are stored in VINCI database. The generated dataset was used
to study the use of alternative and complementary Medicine (called CAM) through
veterans. They also annotated their dataset by using a random number specimen of clin-
ical notes taken from VINCI. At least, one predefined keyword should be contained in
each note. They also divided their dataset into six modalities: Biofeedback, Meditation,
Acupuncture, Guided Imagery, Yoga, and Tai-chai. For each modality, they selected a
small subset for human annotation. These subsets are then used for developing some
extraction tools of natural language processing. All these subsets were labeled using
meaningful labels and the annotation of the original categories was labeled using binary
labels. For classification and learning, linear kernel SVM was used. Their study showed
that word2vec features worked better than the features of BOW-1-gram. Moreover,
adding 2-grams to BOW showed mixed results.

Li Qing and others [9] proposed a novel algorithm for text classification based on
neural network. In their proposal, the features were extracted from the Bidirectional
gated recurrent unit (BIGRU) using convolutional layer to access the succeeding and the
preceding sentence features. They employed attention mechanism to gain the sentence
representation with the word weights according to their importance. BIGRU was used
to encode the obtained sentences from sentence representation and then decoded it
using an attention mechanism to retrieve a document representation with the weight
of importance. The last stage of their algorithm is to obtain a medical text category
using a classifier. They run their experiments on 4 medical datasets which included 2
medical literature datasets, and 2 medical record datasets. They evaluated their algo-
rithm on the task of medical text classification using two datasets: Traditional Chinese
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medicine (TCM), and an open access dataset from CCKS conference. Their results
showed effective performance on text classification.

Kevin Chai et al. [10] Examined the feasibility of using statistical text classification
to identify health information technology incidents. They applied their tests on a data-
base belonging to USA Food and Drug Administration (FDA) and to Manufacturer and
User Facility Device Experience (MAAUDE). A sample of 570272 incidents, including
1524 reported HIT incidents, was used in their test. They evaluated normalized logistic
regression on balanced and stratified datasets for validation, testing, and training. They
also performed dataset’s feature extraction, cross-validation, error analysis, preparation,
feature selection, performance evaluation, and classification. In addition, they exam-
ined some techniques of feature-selection like stemming, principal component analysis,
removing stop words and short words, and lemmatization. Their results showed that
stemming was performing better than other techniques. Moreover, they reduced the
size of the feature set to 79% to achieve an improvement of recall to 0.989 but reducing
the precision to 0.165. They concluded that the statistical text classification is a feasible
technique to identify HIT report through a large-size incidents’ database. On other side,
automated identification is expected to increase the percentage for detection, analysis,
and addressing of HIT problems. They also advised to apply some supervised learn-
ing and more investigating when dealing with such big-data analysis for patient safety
incidents.

3 Materials and methods

This section discusses the methodology as indicated in Figure 1 through the steps in
a clinical text classification pipeline such as text pre-processing, word representation,
features reduction, and classification.

3.1 Dataset preparation

Finding medical data is very difficult due to the HIPAA privacy policy, nevertheless,
few medical record datasets and medical literature datasets are available for the related
research. These are: TCM [11], Hallmarks [12], and AIM [12]. But these datasets have
some shortcomings such as limited medical categories reaching only five classes and
small dataset size. In our work, we used medical transcription dataset from

—_— Text Pre- Word Features .
‘ processing Representation Reduction | Classification

Fig. 1. Clinical text classification pipeline

Dataset
Preparation

mtsamples.com which has sampled transcriptions belonging to different medical
specialties. In this dataset there are around 40 categories, 140214 sentences in their
transcription and 35822 unique words in the transcription.
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The number of transcription records are quite less for some of the categories, so we
filtered out these categories to keep which have at least more than 50 samples, then
the number of categories was reduced from 40 to 20 with 4324 records as presented
in Table 1. Figure 2 shows the word cloud of these filtered medical categories. Table 2
shows different examples of medical transcriptions which contain lots of vocabularies
and abbreviations, every given transcription indicates specific medical specialty.

Table 1. Medical specialty records

Medical Specialty Samples
Cardiovascular/Pulmonary 371
Consult — History and Phy 516
Discharge Summary 108
ENT - Otolaryngology 96
Emergency Room Reports 75
Gastroenterology 224
General Medicine 259
Hematology — Oncology 90
Nephrology 81
Neurology 223
Neurosurgery 94
Obstetrics/Gynecology 155
Ophthalmology 83
Orthopedic 355
Pain Management 61
Pediatrics — Neonatal 70
Psychiatry/Psychology 53
SOAP/Chart/Progress Notes 166
Surgery 1088
Urology 156

Consul tory and Phy.

atology - Oncology '\qph!ulo,t,
Neurology S u | g e | y

General Medicine
'""LJ&BZJ“ O r t h O p € d 1C

Cardiovascular / Pulmonary
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]
3

Obstetrics / Gynecology
Discharge Summary

Fig. 2. Word cloud of the clinical specialty
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Table 2. Different examples of medical transcriptions with
their corresponding medical specialty

Medical Specialty

Transcription

Urology

This is a 66-year-old male with signs and symptoms of benign prostatic
hypertrophy, who has had recurrent urinary retention since his kidney transplant.
He passed his fill and pull study and was thought to self-catheterize in the event
that he does incur urinary retention again.

Rheumatology

A 71-year-old female who I am seeing for the first time. She has a history of
rheumatoid arthritis for the last 6 years. She is not on DMARD, but as she recently
had a surgery followed by a probable infection.

Surgery

Cholecystitis and cholelithiasis. Laparoscopic cholecystectomy and intraoperative
cholangiogram. The patient received 1 gm of IV Ancef intravenously (intravenous)
piggyback. The abdomen was prepared and draped in routine sterile fashion.

3.2 Text Pre-processing

The text pre-processing phase comprises of the following steps: Data cleaning, stop
words removal, lemmatization, and tokenization. Table 3 shows the effects of these

steps on part of a

sample input text (record no. 500 with “Pediatrics” medical specialty).

Table 3. The effect of pre-processing steps on a sample input text

Pre-Processing Steps Effect of Pre-Processing Steps on a Sample Input Text

Input text

SUBJECTIVE: This is a 12-year-old male who comes in for healthy (health)
checkups and sports physical. No major concerns today. He is little bit
congested at times. He has been told he is allergic to grasses. They have done
over-the-counter Claritin and that seems to help but he is always sniffling
mother reports. He has also got some dryness on his face as far as the skin and
was wondering what cream he could put on.

Data Cleaning

SUBJECTIVE This is a year old male who comes in for healthy checkups and
sports physical No major concerns today He is little bit congested at times He
has been told he is allergic to grasses They have done over the counter Claritin
and that seems to help but he is always sniffling mother reports He has also got
some dryness on his face as far as the skin and was wondering what cream he
could put on

Text Lowering

subjective this is a year old male who comes in for healthy checkups and sports
physical no major concerns today he is little bit congested at times he has been
told he is allergic to grasses they have done over the counter Claritin (clarity)
and that seems to help but he is always sniffling mother reports he has also got
some dryness on his face as far as the skin and was wondering what cream he
could put on

Lemmatization subjective year old male come healthy checkup sport physical major concern
today little bit congested time told allergic grass done over the counter claritin
seems help always sniffling mother report also got dryness face far skin
wondering cream could put on

Tokenization [‘subjective’, “year old’, ‘male’, ‘come’, ‘healthy’, ‘checkup’, ‘sport’,
‘physical’, ‘major’, ‘concern’, ‘today’, ‘little’, ‘bit’, ‘congested’, ‘time’,
‘told’, ‘allergic’, ‘grass’, ‘done’, ‘over the counter’, ‘claritin’, ‘seems’, ‘help’,
‘always’, ‘sniffling’, ‘mother’, ‘report’, ‘also’, ‘got’, ‘dryness’, ‘face’, ‘far’,
‘skin’, ‘wondering’, ‘cream’, ‘could’, ‘put’, ‘on’]
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Data cleaning. In this step a set of functions are defined to clean the transcription
data, using these functions most of the punctuation, special characters, digits, URLs,
stop words, and irrelevant text are removed [13].

Text lowering. In this step each of the capital characters are converted into their
corresponding small characters.

Lemmatization. In this step the morphological analysis is taken into consideration
to reduce the variability in the words, so the words which have similar meaning will be
mapped to the same word [14]. What distinguishes lemmatization is that it attempts to
identify the correct lemma depending on the context.

Tokenization. Tokenization is the process of splitting text into smaller pieces and
each piece is then called a token. The most common token size is a word [15].

3.3  Word representation

The word representation phase includes converting text data into some vector rep-
resentation so that the algorithms will be automatically able to understand analogies
and generalize that word. Word representation models varies between classical models
and representation learning models [16]. In our work, three common models have been
adopted for clinical text classification task. These models are discussed below.

Bag-of-Words (BOW). In learning from text, each individual word can’t be used as
an input feature, because then long document would require different input space than
short document. Instead, BOW approach is used to count the frequency of words, then
each word will be mapped into a frequency count [17].

Term Frequency-Inverse Document Frequency (TF-IDF). TF-IDF was pre-
sented by [18] as a weighting factor for feature extraction. It is a numerical statistic
that is intended to reflect how important a word to a document in a collection or corpus.
The TF is the number of times a term appears in a document and the IDF is the number
of times of documents that contains a particular word.

Word2vec. Word2vec was developed by Tomas Mikolov and his team at Google in
2013 [19]. It uses a neural network architecture which tune its weights using backprop-
agation and gradient descent to convert words into vectors. There are two learning mod-
els to produce words representation, one called the continuous bag-of-words (CBOW)
and the other one called the continuous skip-gram model. The difference between these
models that, the CBOW model uses the context words to predict the target word and
the continuous skip-gram model does the opposite, it uses the target word to predict the
context of words [20]. So that words are embedded in vector space alongside related
words based on their contextual meaning.

34 Features reduction

Principal component analysis (PCA): is one of the most important dimensionality
reduction techniques. It takes a high dimensional space and applies various transfor-
mations onto it to get it to a lower dimensional space such that this lower dimensional
space still captures as much of the dynamics in the original space [21].

1JOE — Vol. 19, No. 04, 2023 71



The entire process of PCA is basically built to reduce input variable redundancy by
creating a new set of variables where the variance along each subsequent variable is
maximized.

3.5 Classification

After performing text preprocessing, word representation and features reduction,
the classifiers should be implemented. We had considered four supervised classifiers
namely logistic regression, support vector machines, k-nearest neighbors and naive
bayes to determine which has the best results. The mtsamples dataset was split into
75% for the training set and 25% for the testing sett. After splitting, pipeline had been
used for implementing the classifiers. Pipelining is used for better flow of an algorithm.

The different classifiers which have been adopted for clinical text classification task
are discussed below.

Logistic Regression (LR) Classifier. Logistic regression models the probability
associated with the level of the response variable by finding the relationship between
predicting variables and link function with this probability. Multinomial is the type of
LR which is used to assess the relationship when the number of categories is three or
more, and characteristics are not as per at the natural ordering of the levels [22-23],
hence this type is used in the employed technique.

Support Vector Machine (SVM) Classifier. Support vector machine is a super-
vised learning algorithm for classification. Each object to be classified is represented
as a point in an n-dimensional space and the coordinates of this point are usually called
features. SVM performs the classification by drawing a hyper-plane whereas all points
of one category are on one side of the hyper-plane and all points of the other category
are on the other side. It could be there multiple such hyper-planes whereas SVM tries
to find the one that best separates the two categories in the sense that it maximizes the
distance to points in either category. This distance is called the margin and the points
that fall exactly on the margin are called the supporting vectors [24].

Classification of text can be performed using linear kernel, as this kind of classifi-
cation can be linearly separated, and linear kernel is a good choice when dealing with
large sparse data vectors, hence this kernel is used in the employed technique.

k-nearest neighbors (k-NN) Classifier. k-NN is one of the supervised machine
learning algorithms mostly used for classification. It classifies a data point based on
how its neighbors are classified. Therefore, k in k-NN is a parameter that refers to the
number of nearest neighbors to include in the majority of the voting process. i.e., a data
point is classified by majority of votes from (of) its k nearest neighbors. Choosing the
correct value of k is a process called parameter tuning so that there is no a significant
bias in one direction or the other direction. Hence, this results in better accuracy [25].

Naive bayes classifier. Naive bayes is a probabilistic classifier which learns the
probability of an object with certain features belonging to a particular group in class.
The naive bayes algorithm is called naive because it assumes that the occurrence of a
certain feature is independent of the occurrence of other features.

The basis of the naive bayes algorithm is the Bayes theorem which is alternatively
known as Bayes rule or Bayes law. It gives a method to calculate the conditional prob-
ability that is the probability of an event based on previous knowledge available on the
events [26].
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4 Results

In this study, four classification performance measures were adopted, namely: accu-
racy, precision, recall and F1 score [27]. These measures are based on four possible out-
comes, true positive (7P), false positive (FP), true negative (7N), and false negative (FN).

The classification accuracy refers to the ratio of correct decisions (i.e., true positive
plus true negative) to the total number of cases. The equations of four classification
performance measures are listed below:

TP+ T,
Accuracy = (TP +1N) "
(TP + FP + FN +TN)
Precision = L "
(TP + FP)
Recall = _wr o)
(TP + FN)
F1 Score =2 % (Recall  Precision) @

(Recall + Precision)

The performance of the different classification algorithms and different word rep-
resentation models is summarized in Table 4. Based on the results which are tabulated
in Table 4, we find that the lowest accuracy is obtained when BOW was used, and the
highest accuracy was obtained with the combination of the k-NN classifier, and the
word represented by Word2vec achieving 92%.

These results can be attributed to the limited capability of BOW model to represent
words only as a sparse matrix that has a lot of zero values, while Word2vec model able
to retain most of the contextual information or linguistic information.

Table 4. Performance of the different classifiers and word representation models

Cll\j‘[is(ili:le r Reprlt:;?ation Precision Recall F1 Score Accuracy
LR BOW 0.81 0.80 0.79 0.83
TF-IDF 0.88 0.89 0.88 0.89
Word2vec 0.90 091 0.90 0.90
SVM BOW 0.75 0.78 0.76 0.77
TF-IDF 0.84 0.81 0.82 0.81
Word2vec 0.88 0.85 0.86 0.85
k-NN BOW 0.80 0.81 0.80 0.80
TF-IDF 0.85 0.84 0.84 0.84
Word2vec 0.91 0.89 0.90 0.92
Naive Bayes BOW 0.70 0.75 0.72 0.73
TF-IDF 0.75 0.75 0.75 0.75
Word2vec 0.88 0.86 0.87 0.88
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5 Conclusion and future works

Word representation is a fundamental step in the process of machine learning for
analyzing data. In this paper, three common word representation models were experi-
mented: BOW, TF-IDF, and Word2vec for allocating words (word) vectors of the med-
ical transcription dataset. These word representation models are used as features to train
four machine learning classifiers: LR, SVM, k-NN, and Naive Bayes to build clinical
text classification model. Experimental results showed that a model built on Word2vec
based k-NN classifier has achieved a highest (higher) result with (in) an average of
accuracy 92%. These good results can be attributed to the capability to retain linguistic
information by Word2vec model. The proposed approach represents a promising tool in
clinical text classification challenging field that has a lot of beneficial applications such
as disease classification for various purposes. Therefore, as future work, the experimental
experiments will be validated on Covid-19 dataset if available, also deep learning tech-
niques will be investigated as it promises more performance than which result from
traditional techniques.
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