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PAPER

Building a Recommender System to Predict the Shape 
of Bacteria in Urine Cytobacteriological Examination 
Using Machine Learning

ABSTRACT
This study aimed to build a recommender system that predicts the shape of bacteria for bio-
logical requests of urine cytobacteriological examination (UCBE) using machine learning 
techniques, to reduce the time taken to identify the shape of bacteria (Cocci or Bacilli). We 
used different methods and techniques in the process: Unified Modelling Language (UML) 
was used for digital design architecture, Rstudio tool with R programming language for sys-
tem development, and Random Forest (RF) algorithm for the prediction. Experimental results 
showed that the time needed to identify the shape of bacteria is decreased, and bacilli bac-
teria are better recognized by the algorithm with an error rate of 3%. In addition to that, the 
proposed recommender system allows biologists to validate and correct the prediction and 
improve the accuracy of the classification algorithm used in the future.

KEYWORDS
recommender system, machine learning, artificial intelligence (AI), urine cytobacteriological 
examination (UCBE), random forest (RF) algorithm, prediction

1	 INTRODUCTION

Machine learning is a scientific field and, more specifically, a subset of artificial 
intelligence (AI) that enables computers to automatically improve through expe-
rience [1]. Specifically, it enables algorithms to autonomously learn to perform 
a task or make predictions from data and improve their performance over time. 
The extremely rapid evolution of technological development has had a profound 
impact on several areas of society, including health. And with the emergence of 
AI, it improved and became a 21st-century innovation [2]. Over the past decades, 
several scientific studies and research projects have shown the importance of 
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applying machine learning techniques through recommender systems in a health 
context, especially in epidemiology, radiology, biology, and medicine.

Recommender systems have been studied in several areas: information retrieval, 
web technologies, e-commerce, health sciences, educational technologies, and many 
others. The best-known recommender systems are those used on e-commerce web-
sites. The principle is to use a customer’s needs and interests as input to propose a 
list of recommended products. Many applications rely solely on the products cus-
tomers buy and explicitly rate them to represent their interests, but such systems 
can also take into account other attributes, including products viewed and demo-
graphic data [3]. The objective of a recommender system is to make it easier for the 
user to find relevant objects according to his preferences. It considerably reduces 
the time it takes the user to search for the most interesting objects and to find objects 
that he might not have noticed. A recommender system is a system capable of pro-
viding personalized recommendations or guiding the user to interesting or useful 
resources within a large data space [4].

In the field of biology, several benefits have been observed while utilizing 
new information and communication technologies, especially AI [5]. A reduction 
in the workload, thanks to the automation of the most time-consuming tasks, is 
one such benefit. It has helped in improving diagnosis accuracy, including for 
rare diseases, thanks to the cross-referencing of data with thousands, then mil-
lions, of already annotated examinations. This, in turn, will inevitably improve 
patient care through better prioritization of cases, especially in the emergency 
departments.

This work aims to develop a recommender system that predicts the shape of 
bacteria for biological requests. A urine cytobacteriological examination (UCBE) 
is a microbiological examination that diagnoses a urinary tract infection by iden-
tifying the causative germ and helps to choose the best treatment. It is the most 
frequently requested examination in medical practice, and its interpretation is rela-
tively easy, in theory. UCBE is one of the main diagnostic activities in a microbiology 
laboratory [6]. However, the latest consensus on this condition recommends non- 
systematic recourse to urine cytobacteriological examination [6]. In the absence of 
this examination, antibiotic treatment is based on up-to-date bacterial epidemiolog-
ical data and geographically adapted [7] [8]. Such data can also be used to inform 
health agencies about the evolution of antibiotic resistance. The main objective is to 
use machine learning techniques to reduce the time needed to identify the form of 
bacteria (Cocci or Bacilli) in this examination.

This paper consists of four main sections:

•	 In the first section, we have defined the key concepts of machine learning algo-
rithms, and then we present the proposed model used to develop the recom-
mender system.

•	 In the second section, we present the graphical interfaces of the proposed recom-
mendation system, and how it will work.

•	 In the third section, we have highlighted related work.
•	 In the fourth section, we present the conclusion and future work.

2	 BASIC	DEFINITIONS

Predictive algorithms can be applied in many fields. They can be used in the world 
of health. By exploiting medical information, we can establish a diagnosis of the state 
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of health of a patient and anticipate possible risks. In this study, we exploited biolog-
ical data to predict the shape of bacteria for biological requests for urine cytobacteri-
ological examination using machine learning techniques. The most commonly used 
algorithms for building predictive models are Logistic regression (LR), Naive Bayes 
(NB), Decision trees (DT), Random Forests (RF), Neural networks (NN), and K-nearest 
neighbor (KNN).

•	 Logistic regression (LR): Logistic regression is a supervised classification machine 
learning algorithm. It is generally used in binary classification problems [9]. 
It can be applied to three types of classification tasks: binary classification, multi-
ple classifications, and classification in a hierarchy [10].

•	 Naive Bayes (NB): Naive Bayes is a machine learning algorithm. It is a Supervised 
Learning algorithm used for classification. It is particularly useful for text classi-
fication. An example of the use of NB is spam email filters [11].

•	 Decision trees (DT) [12]: Decision trees are among the most widely used classi-
fication and prediction techniques. It is a tree structure. DT usually consist of a 
central node from which several possible data points can be drawn. The nodes 
lead to other nodes, which in turn point to several other possibilities.

•	 Random Forests (RF): Random Forest is one of the most robust machine learning 
algorithms, it consists of an ensemble of individual DT to improve the prediction, 
it’s a supervised machine learning algorithm that can be used for classification 
and regression [13].

•	 Neural Networks (NN): In the field of health, NN are increasingly being applied 
to survival data to make predictions [14], [15]. NN are inspired by the structure of 
the human brain, with neurons organized in layers that use all the information 
in the previous layer. These networks are only a very simplified model of our 
brain, but they have the particularity of being able to use their layers to represent 
knowledge acquired at different degrees of abstraction [16].

•	 K-nearest neighbor (KNN): In AI, more precisely in machine learning, the KNN 
is a supervised learning method. it is a simple and easy-to-implement algorithm 
that can be used to solve classification and regression problems. However, it is 
more widely used for classification prediction [17].

3	 METHODS

3.1	 Method	and	tools	used	to	develop	the	recommender	system

The Unified Modelling Language (UML) has been used for the design of the rec-
ommender system and is the most widely used object modeling standard available 
today (see Figure 10). The R studio tool was used to develop the recommender sys-
tem with the R programming language, through the processes of Deming’s scientific 
method [18]: Plan, Do Check, and Act.

3.2	 Proposed	model

The model studied was based on datasets that exist in a CSV format file, extracted 
from the UF-1000i machine. The proposed system architecture aims to predict the 
shape of bacteria in the cytobacteriological examination of urine. The method-
ology used in this work is consists of five steps. Figure 1 provides an overview 
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of this methodology. Once the pre-processing has been performed in the initial 
step of the process, the RF algorithm is used as a classifier to predict whether the 
bacteria’s form is Bacilli or Cocci. To evaluate the performance and validate the 
proposed approach, the confusion matrix was used to evaluate sensitivity, speci-
ficity, and accuracy for diagnosing the algorithm’s progress after each validation 
or correction.

Fig. 1. Flowchart of the proposed prediction model

3.3	 Dataset

The data used in this research work is collected from a file in CSV format. This file 
was extracted from the UF-1000i machine, it is a fully automated urine particle ana-
lyzer which processes the ECBU requests thanks to its IPU software installed on the 
office computer connected to the machine. This file contains several UCBE requests 
classified by the shape of bacteria Bacilli/Cocci (see Table 1).

https://online-journals.org/index.php/i-joe
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Table 1. Dataset features

Name of  
the Field Type Description

TBAC Numerical Number of all particle types

BFSC Numerical The intensity of forwarding scattered light (High sensitivity): size/height 
of the particle

BFLH Numerical The intensity of the fluorescent light (high sensitivity): level of staining 
of the particle nucleus

BFSCW Numerical The pulse width of forwarding scattered light (high sensitivity): particle length

SHAPE_BACT Factor The shape of the bacteria is the class of the CSV and has 2 distinct values: 
Bacilli or Cocci

The dataset used consists of 986 rows with five features, it contains various 
features that are considered important, namely: the count of all particle types, the 
intensity of forwarding scattered light, the intensity of fluorescent light, the pulse 
width of forwarding scattered light, and the shape of the bacteria.

3.4	 Data	preparation

Data preparation is the process of collecting, combining, structuring, and orga-
nizing data so that it can be analyzed in data visualization, analysis, and machine 
learning applications (see Figure 2).

Fig. 2. Importing dataset using Rstudio with the R programming language

Data preparation includes preprocessing through data profiling, data cleaning, 
validation, and data transformation to avoid: omitted values (data not available); 
duplicate samples; poor annotations; and noise in the data.

One of the key goals of data preparation is to make sure that the data is accu-
rate and consistent so that the applications’ analysis outputs are reliable. Data is 
frequently created with blank values, mistakes, or other flaws. Additionally, it is fre-
quently necessary to manage the many formats of data sets that are kept in separate 
files or databases. A sizable portion of the data preparation process involves fixing 
errors, checking, and putting data sets together.

In our research, the dataset exported from the CSV file had 4,56% of the data 
cleaned. The original database contains 986 rows, after the preparation process, the 
resulting database contains 941 rows (95,44%). Also, the histogram of all features is 
shown in Figure 3.
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Fig. 3. Histogram of attributes

3.5	 Machine	learning	algorithm

Random Forest algorithm. Random Forest is a machine learning algorithm 
(see Figure 4). It is a classifier that has been imported into the open-source software 
R via the RF package. This algorithm is based on three principles that make it very 
powerful [14].

•	 Firstly, the CART (Classification And Regression Tree).
•	 The second principle of the RF algorithm is Tree Bagging.
•	 Finally, the third principle of the algorithm is “Bootstrap.”

The choice of the RF algorithm was made for the following reasons [19]:

•	 For classification, the RF algorithm will avoid the overlearning problem.
•	 For both classification and regression tasks, the same RF algorithm can be used.

https://online-journals.org/index.php/i-joe
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•	 Lower chance of variance and overfitting of training data compared to DT since 
RF takes the average value from the outcomes of its constituent decision trees.

•	 Accuracy is higher compared to other algorithms such as DT or the naive Bayesian 
algorithm.

•	 Performs well on massive data.
•	 It can provide estimates of important variables or attributes in the classification.

To use the random forest algorithm in the R language, simply use the RF package. 
RF is a very good technique for fitting a more accurate model by averaging many DT, 
reducing variance, and avoiding the problem of overlearning trees. DT themselves 
perform poorly, but when used in conjunction with assembly techniques such as 
bbagging, and RF, their predictive performance is greatly improved.

Fig. 4. Random Forests algorithm

Package “RandomForest”. After reading the Comma-Seperated Value (CSV) file, 
the RF package was used to explain the “SHAPE_BACT” variable according to the 
other variables (see Table 1). The question to be answered is: which variables in our 
model best discriminate between the Bacilli form of bacteria and the Cocci form 
of bacteria?

The RF algorithm produces a considerable number of classification trees on a 
random fraction of the data to get the smallest possible out of bag (OOB). To min-
imize this value, two parameters were set: the number of trees constructed by the 
algorithm (ntree) and the number of variables tested at each division (mtry).

Choice of ntree and mtry. The method adopted is to choose the number of trees 
by keeping the default value of mtry and test several values by evaluating them, 
for example, with the following command, which displays a graph showing how to 
reduce the OOB according to the number of trees generated (see Figure 5).

plot(dataset_RandomForest$err.rate[, 1], type = “l”, xlab = “Number of trees”,  
ylab = “OOB error”)

The number of trees is then chosen when the value stabilizes at a minimum, the 
OOB value stagnates from 4500 trees, which is the case with a forest of 5000 trees.

https://online-journals.org/index.php/i-joe
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Fig. 5. The plot of OOB according to the number of trees generated

There are four explanatory variables in our model, we repeat the same method 
used for ntree while changing the value of mtry between 1 and 4. According to the 
results achieved, we have selected the value of 4 for the mtry variable since it allows 
us to have a stable OOB.

Out-of-bag estimate error. The content of the dataset_RandomForest object 
obtained is described in Figure 6:

Fig. 6. Presentation of the content dataset_RandomForest

In the proposed prediction model, the confusion matrix of a two-class classifier, 
Cocci, and Bacilli (see Figure 7).

Fig. 7. Confusion matrix of a two-class classifier, Cocci, and Bacilli

All these measures can be calculated based on the confusion matrix (see 
Table 2). The command that can display the confusion matrix on Rstudio is data-
set_RandomForest $confusion, it is a table showing the observed data in terms of 
rows and the data predicted by the algorithm in terms of columns. The OOB error 
rate of this model is 11.11% and Bacilli bacteria is better recognized by the algorithm 
with an error rate of 3%.

https://online-journals.org/index.php/i-joe
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Table 2. Confusion matrix for Random Forest algorithm

Predicted

Negative Positive

Negative True Negative: Predicted No, and 
the target was Negative.

False Positive: Predicted Yes, and 
the target was Negative.

Specificity =	0.30
(1)

Positive False Negative: Predicted Negative, 
and the target was Positive.

True Positive: Predicted Positive, 
and the target was Positive.

Sensitivity =	0.96
(2)

Negative Predictive value Precision =	0.91
(3)

Accuracy =	0.88
(4)

 Specificity
TN

TN FP
�

�
 (1)

 Sensitivity
TP

TP FN
�

�
 (2)

 Precision
TP

TP FP
�

�
 (3)

 Accuracy
TP TN

TP TN FP FN
�

�
� � �

 (4)

Classification of explanatory variables. Now we have a model that has a 3% 
error for the Bacilli shape. Next, we reveal the most discriminating variables that 
appear in our model for the recognition of the Bacilli and Cocci shapes. The follow-
ing graph shows the importance of the explanatory variables for distinguishing the 
two shapes of bacteria (see Figure 8).

Fig. 8. The plot of the importance of explanatory variables

In this study, the two most important criteria for distinguishing between Bacilli 
and Cocci are the size/height of the particle (BFSC) and the level of staining of the 
particle nucleus (BFLH).
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4	 PROPOSED	RECOMMENDER	SYSTEM

4.1	 Objective

The recommender system proposed in this work is articulated in two services 
integrated into a web-based information and communication platform, as shown in 
Figure 11:

•	 The first is the prediction service, whose main objective is to predict the shape of 
bacteria for biological requests of urine cytobacteriological examination.

•	 The second is the confirmation and correction service, its main objective is to vali-
date or correct the bacterial form of a new case, from the urine cytobacteriological 
examination.

Therefore, the proposed recommender system is a powerful program for the 
prediction of the shape of bacteria in the UCBE examination (Cocci or Bacilli, 
see Figure 9) by offering the user validation and correction of the prediction, to 
improve the accuracy of the classification algorithm used and make it optimal in 
the future.

Fig. 9. The shape of bacteria in UCBE examination

4.2	 Performance

The user can use a computer or a smartphone to access the system and consult 
its services in a dynamic and interactive web environment. Figure 10 shows the 
sequence diagram of the proposed recommender system. It presents the action of 

https://online-journals.org/index.php/i-joe


 102 International Journal of Online and Biomedical Engineering (iJOE) iJOE | Vol. 19 No. 13 (2023)

Lafraxo et al.

predicting the shape of bacteria for the cytobacteriological examination of urine. 
Firstly, the user can access the system with a login and password on the authenti-
cation page, then he can enter a new case, and the system displays the result of the 
prediction. If the prediction is correct, the user will validate it otherwise, the user 
will correct the prediction, and the system will add the case to the database in a 
regular way.

Fig. 10. Sequence diagram of the proposed recommender system

4.3	 Interfaces

The following figure shows the graphical interface of the proposed recommender 
system (see Figure 11):

https://online-journals.org/index.php/i-joe
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Fig. 11. Principal interface

As shown in Figure 11 the web application contains three main buttons:

•	 Button “Predict” allows the user to predict the bacterial form of a new case, by 
entering the form fields. The result of the prediction is displayed on the right 
below the title “Result” (see Figure 12).

•	 Button “Validate” allows the user to validate the prediction by adding the new 
case to the dataset.

•	 Button “Correct” allows the user to correct the prediction if it is erroneous by add-
ing the new case with the inverse of the predicted class to the dataset.

Fig. 12. Prediction result

Experimental results showed that the time required to identify the shape of bac-
teria was lessser, and Bacilli bacteria are better recognized by the algorithm with an 
error rate of 3%.

By adding each new record to the above-mentioned dataset (CSV file), the 
“Validate” and “Correct” buttons will improve the accuracy of the random forest 
algorithm developed for, among other things, predicting the shape of bacteria in 
urine cytobacteriological examination.

The rest of the interface contains the confusion matrix, sensitivity/specificity, pre-
cision, and importance of the explanatory variables to diagnose the state of progress 
of the algorithm after each validation or correction.

5	 RELATED	WORKS

In today’s world, AI and recommendation systems play an important role in sim-
plifying our personal and professional lives. Due to the rapidly growing interest in 
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the health field, several studies have been carried out by applying machine learning 
techniques for prediction, using both supervised and unsupervised machine learn-
ing algorithms.

The objective of this work was to reduce the time taken to identify the shape of 
bacteria (Cocci or Bacilli) in urine cytobacteriological examination using machine 
learning techniques and, more precisely, by applying the RF algorithm. Through this 
approach, a study was conducted to examine indoor environments in homes and 
schools for health outcomes using machine learning and logistic regression methods 
[20]. Using the RF approach, an exploratory study was conducted to predict optimal 
treatment regimens for cancer, which highlighted the role of machine learning in 
providing recommendations to specialists for selecting appropriate treatments that 
improve outcomes for breast cancer patients [21].

Since the declaration by the World Health Organization that COVID-19 is a 
global pandemic, several studies have been published to address this pandemic, 
presenting effective solutions for prevention and diagnosis using machine learn-
ing techniques [22] [23]. G. Grekousis et al. [24] worked on a geographical RF 
approach in which they demonstrated the importance of demographic, socioeco-
nomic, and underlying health ranking factors on deaths due to COVID-19 in the 
United States. M. Adhikari and A. Munusamy [25] proposed iCovidCare, which is 
an intelligent health monitoring and prediction framework for COVID-19 using 
ensemble RF in edge networks. Interactive health services (eHealth and m-Health) 
play a very important role in facilitating communication between different actors 
in the health field [26] through the use of new information and communication 
technologies (see Figure 13).

Fig. 13. eHealth platform architecture [27]

A recent study proposes the implementation of an interactive tool for dealing 
with burnout using Scratch programming code. It is a mobile application that offers 
several services: training, assessment, and coaching [28]. The third service contains 
a smart option that allows sending recommendations (adjustment strategies to cope 
with stress) to the user. However, the results of a recently published study [29] 
showed that the combination of the two prediction algorithms, RF and AdaBoost, 
achieved high prediction accuracy for heart disease. This means that the use of 
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recommender systems has a very important role in the prevention and improve-
ment of the physical and psychological health of the individual.

6	 CONCLUSION	AND	FUTURE	WORK

This work aimed to develop a recommender system that predicts the shape of 
bacteria for biological requests, such as urine cytobacteriological examination, using 
machine learning techniques to reduce the time taken to identify the shape of bacteria 
(Cocci or Bacilli). Experimental results showed that the time needed to identify the shape 
of bacteria is decreased, and bacilli bacteria are better recognized by the algorithm with 
an error rate of 3%. In future work, we will work on improving the prediction results of 
this algorithm and generalizing the solution to other biological examinations.
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