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Abstract—The identification of the same objects is very important in deter-
mining the similarity between different objects. Nowadays, there are several 
techniques that allow us to divide objects into different groups that differ from 
one to another. In order to have the best separation between the clusters, it is 
required that the optimal determination of the number of clusters of a corpus 
be made in advance. In our research, the Silhouette score technique was used in 
order to make the optimal determination of this number of clusters. The applica-
tion of such a technique was done through the Python language, and a corpus of 
unstructured job vacancy data was used. After determining the optimal number, 
at the end we present these clusters and the similarity between them, this presen-
tation will be done in the form of a graph in a suitable format.
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1	 Introduction

The dynamic growth of data from second to second has made their processing even 
more challenging in terms of extracting different analyses [1]. Different fields have 
progressed based on the analyzes that Data Mining enables us. One of the biggest 
challenges of Machine Learning is the processing of data that does not have a class 
label which is known as unsupervised learning [2]. Through unsupervised learning, 
distributed modeling is enabled so that we have more information on the data being 
processed. One of the most preferred forms is clustering, which allows us to detect 
different groups within a corpus of data [3]. These groups contain objects that are very 
similar to each other within the same group, while they have a great distinction with the 
objects of other groups.

Clustering has found application in many different fields, and through it the analysis 
of data that has been impossible to analyze through other techniques has been made 
possible [4]. Some of the fields where Clustering has found application are: bioinfor-
matics, medicine, social sciences, computer sciences, etc.

In our research, we analyze our corpus in order to determine the optimal or most 
appropriate number of clusters that our corpus will contain. Later technique that will 
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be used is k-means clustering method, where is required to determine the number of 
clusters to be created, and an analysis in order to determine the optimal number of clus-
ters to be created is necessary. There are a number of methods used to analyze clusters 
and to determine the optimal number of clusters, and of course, none yields the same 
results as it depends on the method used. The methods used to analyze the optimal num-
ber of clusters are: Silhouette method, Elbow method, R analysis, Gap statistic method.

All of the methods mentioned above are methods used to analyze the optimal 
number of clusters. Of course, there is no single method used to analyze the cluster, 
but it depends on the form of the data and the method in terms of its accuracy and 
appropriateness.

All of the above-mentioned methods are used to determine the optimal number of 
clusters and some of them are also used for statistical research.

In our case, we use the silhouette method as the most widespread method in order 
to determine the optimal number of clusters that we divide into our corpus. Later these 
clusters will be compared to each other.

2	 Silhouette analysis

The method which shows how close an object is to its cluster compared to the other 
cluster is known as Silhouette analysis. According to [5], the average obtained by sil-
houette analysis shows exactly how optimal the number of clusters created is. A higher 
average indicates that the number k of the clusters is optimal and at such numbers, it is 
preferable to divide the corpus with textual content [6,7].

The values ​​that can be obtained after applying the Silhouette analysis range from 
–1 to +1. The higher the value, the closer the object is to its cluster, and vice versa, the 
smaller the value that is acquired, the farther away is the object with its cluster. After 
calculating these values, an average is obtained which shows the optimal number of 
clusters. This number is very easy to assign, since the number where we get the highest 
average is the optimal number that our cluster will contain.

Whether or not an object is aligned with its cluster can be measured in several forms, 
but in the case of silhouette analysis, this is done using the Euclidean distance method, 
by calculating the two points that are placed in Euclidean space.

Since in our case we are dealing with textual data, we use the k-means method as a 
cluster method. Below we present the mathematical calculations that are used to per-
form the Silhouette analysis to proceed later with its application through algorithms and 
the Python language in order to perform the optimal number calculations of our corpus.

According to [4], we present a case where we have created some clusters which we 
present with CM and CN , and compare the distance a between Oi and other objects in CM, 
and the distance b between Oi and other objects in CN .
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Above we have presented the mathematical equations, which calculate the average 
silhouette. As we can see in (Eq. (1,2,3)), three equations have been presented which 
contain the calculation steps, starting from the first step presented in the first equation. 
According to this equation, a(Oi) is equal to the division between 1 and the absolute 
value of the cluster CM minus 1 and the sum of the distance between Oi and Oj where 
both are objects of a cluster, but must not be equal to each other.

Once the first cluster is computed, we must define the second cluster which in our 
case is b(Oi). This cluster is the minimum distance of one of the objects of the first clus-
ter, but it must never be part of the first cluster. As we can see in the second equation, 
it is equal to the minimum of the first cluster that is different from the second cluster. 
Then this minimum value is multiplied by 1 partition for the absolute value of CN , 
which in this case is the second cluster. And this value is also reduced by the sum of the 
distance between the objects Oi and Oj , where Oj is an element of the second CN cluster.

Once the second cluster is defined, in the third equation we do the silhouette 
calculation.

According to the third equation, the silhouette equals the division between the sub-
traction of b(Oi) and a(Oi) and the maximum value between the first cluster a(Oi) and 
the second cluster b(Oi).

If we want to calculate the classification quality of a single object, then we can 
extend the last silhouette equation. Below we present the case of calculating the quality 
of all objects that are part of a cluster, as well as the case of calculating the quality of 
clusters one by one.
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In (Eq. (4)) is presented the case of calculating the quality of all objects that are part 
of a cluster. As can be seen in the equation, the silhouette equals the division of the 
value 1 and Ci, and the multiplication of this value by the sum of the silhouette objects 
(Oj ), where the object (Oj ) must be an element of the first cluster, while calculating the 
quality value for each cluster according to the equation below.
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In (Eq. (5)) is presented the calculation of the quality value for each cluster individ-
ually. As we can see, silhouette(C ) is equal to silhouette(m) which is a vinculum, that 
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is, the set of all cluster values. And this value is equal to the division between 1 and 
m cluster, and the output of this value is the sum of the silhouette(Ci ), where i starts 
from 1 to m which is the number of clusters that are defined in the system.

So, as can be seen, the calculation of the quality of the cluster and the objects that 
are part of the cluster, through silhouette analysis, can be done in a very precise way 
through the mathematical calculations as mentioned earlier presented by Kaufman and 
Rousseeuw.

3	 Explanation of silhouette score through python example

After the mathematical equations that make up the silhouette are presented, we pres-
ent this analysis through the algorithm, which will be constructed in the Python lan-
guage. Once we have created the algorithm, we apply it to our corpus, to see what the 
optimal number of clusters we need to create in our system is, to proceed later with 
comparing syllabuses with each cluster, and comparing all clusters with each other. The 
comparison of these clusters will be made using our model in order to determine the 
similarity of textual content between these clusters.

Fig. 1. Importation of libraries for silhouette analysis

Figure 1 shows the part of the bookstore import we need in order to implement 
silhouette analysis. As can be seen, there are all the libraries that are needed starting 
from the mathematical calculations that the system will do to those needed to create the 
figures with the results obtained.

Fig. 2. Load data of vacancy corpus

In Figure 2 is shown the load data of vacancy corpus, which is the data that has 
been processed and prepared for this part. The data to be imported is the data that was 
originally converted to vector values. After this part, it will be the model training part.
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Fig. 3. Train model of silhouette analysis

Figure 3 shows the training part of our model, which will do the silhouette analysis. 
As can be seen in Figure 3, this section defines the type of clusters that in this case is 
k-means, as well as the definition of the score in our case is silhouette, and the mea-
surement of the distance between objects that are within clusters will be done with 
Euclidean distance.

After defining the clusters and the score, the results are finally printed in textual 
form, such as the number of clusters, as well as the silhouette score, defined above.

Fig. 4. Plot data and plot scores definition

In Figure 4 we can see the silhouette score calculation algorithm, the creation 
of figures that make the visual representation of the silhouette score we obtained. These 
figures have been created through the libraries we created at the beginning of our algo-
rithm, and as can be seen in the first section, bar charts have been created that represent 
the relationship between the silhouette score and the number of clusters. This section 
also shows the optimal number of clusters in graphical form, where we can see what the 
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result of all the clusters created by our system is. In our case, this model will be able to 
graphically represent the optimal number of clusters created by the system, to continue 
with further analysis of these clusters.

4	 Main results

In addition to showing the bar charts between the silhouette score and the number of 
clusters, this algorithm will also display the objects of the clusters that are part of each 
cluster. Here one can see which cluster is closest to the other, as well as the distance of 
each object, which in this case is calculated by Euclidean distance. After defining the 
algorithm and preparing the data, we are ready to execute the algorithm which we will 
present using the figures below.

Fig. 5. Silhouette score versus number of clusters

Figure 5 shows the number of clusters relative to the silhouette score that each 
cluster has. As we can see in this graph, the number of clusters is from 2 to 10. The 
smallest silhouette score reached by the cluster set is 0.27 where we have two clusters. 
Then the value of silhouette score for 3 clusters is 0.36, for 4 clusters we have the value 
of 0.41. The highest value is with 5 clusters, where the silhouette score reaches 0.78, 
which represents the optimal number of clusters that our research should contain. For 6 
clusters we have a decrease in silhouette score, where its value reaches 0.48, and for 7 
clusters we have 0.49. As for the last two groups with 9 and 10 clusters, we have values 
of 0.44 and 0.34 respectively.

Such an analysis helps us a great deal to determine the number of clusters that our 
research will contain. According to this analysis, our labor market demand corpus will 
contain 5 clusters, as it is the highest value of the silhouette score which is achieved by 
our model.
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Since we have the optimal number of clusters, we will then use these 5 clusters to 
compare them with the university syllabuses that are part of the analysis, but also to 
compare the textual similarity between all the clusters created. Below we present the 
graph of the full score silhouette, based on which we will be able to see which cluster 
is closer to each other, and which cluster objects are more aligned with other cluster 
objects.

Fig. 6. Silhouette plot score

Figure 6 shows the full score silhouette after running the algorithm we built for 
such an analysis. As can be seen in Figure 6, only the optimal number of clusters 
defined by the system has been shown here. So, we have 5 clusters that are presented 
in the x and y dimensions, where we can even guess which, one is closest to the other. 
According to the graph, we have the color split of all clusters, from 1 to 5, and we can 
also see which cluster is closest to the other. According to the graph, we have proxim-
ity between the objects of cluster 1 and cluster 2, since the distance between them is 
very small, but they are not equal to each other. There is also a small distance between 
cluster 1 and cluster 3, and between cluster 2 and cluster 3. We also have a small 
distance between cluster 2 and cluster 5, as well as cluster 3 and cluster 5, while 
there are large distances between cluster 5 and cluster 1 objects, as well as cluster 5 
and cluster 2. According to the graph that made the representation of objects between 
clusters, there is no proximity between cluster 5 objects and cluster 1, and cluster 5 
and cluster 3.
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5	 Conclusion

In our research, we have presented the silhouette score analysis as one of the most 
appropriate analyzes to determine the optimal number of clusters that a corpus should 
contain.

First, we presented the technical form of how this analysis works, and through the 
equations, the usual form of silhouette score analysis was presented. It was necessary to 
present the form of mathematical calculation, to continue later with the implementation 
of the computer algorithm to analyze the corpus.

The implementation of the computer algorithm was done through the Python lan-
guage, where the ready-made silhouette score libraries were first imported, to continue 
later with the training of the model and the graphic presentation of the results after the 
silhouette score.

At the end, we presented the results of the analysis which were made after the exe-
cution of the computer algorithm.

These results show the optimal number of clusters that our corpus should contain. 
After presenting the optimal number, a comparison was made between the clusters, 
where we saw the greatest similarity and the least similarity between the clusters.

Finally, based on algorithm calculations, we have presented graphically a sketch 
which shows 5 numbers of clusters, each of them with different groups. These groups 
have different objects which are similar to each other inside the group, but different 
with objects outside the group.

And based on this we can conclude that the silhouette score is a very powerful tech-
nique for determining the optimal number of clusters.
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