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Abstract—One of the hardest jobs in medicine is to predict when someone 
will have a heart attack. Given how challenging it is to anticipate heart attack, 
there is an urgent need to automate the prediction process using diagnostic data, 
and at the very least generate an early warning. This research makes a contribu-
tion by making it easier to diagnose cardiac problems using machine learning 
methods applied on the well-known Cleveland heart disease dataset. Several per-
formance indicators are utilized to evaluate each model’s strength. It turns out that 
support vector machine and random forest produced some incredibly promising 
outcomes. An improved prediction of heart disease for an embedded platform 
is, thus, proposed, based on the computational complexity of each model and 
experimental results, where the advantages of several classifiers are accumulated. 
The approach suggests that, and only if, more than one of these classifiers detect 
heart disease, the detection of heart illness is possible with increased confidence. 
In the end, experimental findings are drawn to a conclusion, with potential future 
options for advancing this effort.

Keywords—robust heart attack detection, support vector machine, 
random forest, machine learning

1 Introduction

Coronary arteries become occluded and narrowed, which leads to heart failure.  
Coronary arteries regulate the blood flow to the heart. The typical symptoms of coronary 
disease include swollen feet, body weakness, breathing difficulties, and fatigue, among 
others. In the beginning, conventional investigative techniques were used to identify cardiac 
sickness, but it was later found that they were difficult. Because of shortage of medical 
diagnostic tools and healthcare professionals, heart disease detection and its treatment are 
incredibly challenging in underdeveloped regions. In a study conducted at World Health 
Organization [1], 17.90 million people passed away in 2016 as a result of cardiovascular 
disease. This amount is responsible for almost one-third of all deaths worldwide.

The findings of physical examinations, medical history of patients, and a physician’s 
review of any pertinent symptoms are the main components of traditional invasive 
procedures for detecting heart disease [2]. Among the common processes, angiography 
is considered as one of the most accurate methods to identify heart issues. On the other 
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hand, angiography has a number of disadvantages, including relatively higher cost 
and a wide spectrum of unfavorable effects. In order to safeguard the patient’s health, 
a precise and correct diagnosis of cardiac disease is seen to be absolutely necessary.

20% of patients at high risk for cardiovascular disease are underdiagnosed as a result 
of risk misclassification [3]. Common diagnostic methods rely on the knowledge and 
experiences of medical specialists, which increases the risk of errors, delays appropriate 
treatment, lengthens treatment times, and dramatically increases costs. Therefore, it is 
considered essential and crucial to get a precise diagnosis of cardiac disease in order to 
save the patient from suffering more harm.

Though machine learning techniques may be able to predict and categorize people 
with heart disease using a variety of variables using various machine learning models. 
However, hospitals all over the world have been said to be in need of an intelligent 
system that creates databases of such patients and can assist the doctor in forecasting 
the severity of the condition. The objective of the present work is to improve confidence 
of the examining doctor by evaluating the disease using an intelligent system that pro-
vides assessment based on more than one independent tool running on an embedded 
system. A thorough review of the literature is presented in the next subsection to high-
light recent interest in this field.

2 Literature review

For a variety of applications, researchers have tried to create non-invasive healthcare 
related procedures based on machine learning approaches, including problems with 
traditional invasive-based techniques for heart problems detection. Researchers com-
monly use the Cleveland heart disease dataset. In this situation, the work in [4] for 
diagnosis of heart illness used a logistic regression classification technique and had a 
77.1% accuracy rate. A multi-layer perceptron (MLP) classifier was also employed by 
Wankhede et al. [5] to reach an accuracy of 80%. Similar to this, Allahverdi et al. [6] 
combined neural networks to create a classification system for heart disease with 82.4% 
accuracy. Awang et al. [7] experimented with Naïve Bayes (NB) and Decision Tree 
(DT) for a follow-up study and discovered accuracy of 82.7% and 80.4% respectively 
for heart disease detection.

The authors Das et al. [8] have successfully created a non-invasive algorithm utiliz-
ing three classifiers to forecast the detection of stenosis in three arteries. In a distinct 
piece of study [9], the authors create a machine learning model that integrates five (5) 
various approaches, and they assert enhanced performance in terms of heart failure 
prediction. On the UCI dataset for predicting cardiac disease, the authors Elnawawy 
et al. [10] investigated NB and support vector machines for classification and discov-
ered that the support vector machine surpassed Naive Bayes in terms of classification 
accuracy. The employment of diverse machine learning algorithms has inspired many 
to investigate its potent advantages in numerous areas including healthcare [11–12].

Several categorization algorithms have been examined in a survey study [13] to 
predict the risk level of patients based on different parameters. The researchers discov-
ered that the amount of criteria used increased risk accuracy. With encouraging results, 
a hybrid recommender system [14] based on combination of deep learning with multi-
ple kernel learning has also been put out to identify cardiac disease.
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A deep learning network has also been studied by Tomov et al. [15], who used 
k-way cross validation and the Matthews correlation coefficient to construct, evalu-
ate, and optimize several designs for detecting cardiac disease using publicly accessi-
ble databases. In a different work [16], the authors proposed a system that combines 
the MapReduce algorithm with data mining techniques. In this, a vast collection of 
instances are entered into this system. Based on calculated accuracy of over 90%, the 
authors claim that the MapReduce technique might be utilized to estimate heart disease 
risks in the clinic.

A CardioXNet technique is suggested [17] for low resource settings that uses 
end-to-end architecture and light computing to enable automatic detection of five (5) 
kinds of cardiac auscultation. Based on their findings, the authors assert that the sug-
gested approach is appropriate for employing mobile phones for CVD screening. In a 
different study, the authors Ali et al. [18] pay close attention to every facet of perfor-
mance, where the removal of features that do not contribute sufficiently and the use of 
layered genetic algorithms are recommended with an accuracy of over 90%. For recent 
study on this subject, reader is referred to works in references [19–20].

The remainder of this study is divided into the following sections. The proposed tech-
nique that includes dataset selection, methodology, preprocessing of images, and selection 
of features, is detailed in section three. The results of the categorization are presented 
in section four, which also includes parameter evaluation. A possible architecture of the 
embedded system is discussed in section five, and conclusions are discussed in section six. 
It should be noted here that the preliminary results of this research are reported in [21].

3 Proposed approach

Developing a dataset that accurately represents the pattern of the targeted class is the 
first stage in creating a computational model. A problem-related, and properly organized 
dataset has a significant impact on how effectively a computational model performs. Two 
well-known heart disease datasets—the Hungarian dataset and the Cleveland dataset—
are typically utilized when discussing the significance of the dataset. These datasets 
are both online and can be found at machine learning repository of the University of 
California, Irvine and Kaggle repository, respectively. The Cleveland dataset comprises 
303 examples, each with unique target labels and 13 features that are chosen for training.  
The dataset is divided into two categories: cardiac disease is present or not.

The proposed approach’s methodology is depicted in Figure 1 and can be divided into 
parts: Pre-processing, feature selection, training and validation strategy, classification 
algorithms, and performance evaluation. Each part is discussed in further detail below.

3.1 Data preprocessing

Pre-processing of data aids in converting unstructured data into data that can be 
processed. In the dataset used, one attribute has four missing values in 176 of the 303 
observations, and another has two missing values. The equivalent majority mark in 
the total instances is used to replace these missing values. The dataset contains a total 
of 138 instances without heart disease and 165 cases with heart disease.
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Fig. 1. Methodology for higher confidence in detection

3.2 Feature selection

The method for feature selection must produce an ideal feature sub-space in the 
dataset, since occasionally, the classification performance may be negatively impacted 
by irrelevant features. The most significant characteristics of heart disorders are iden-
tified by feature selection. Additionally, eliminating irrelevant features enhances and 
speeds up learning, and aids in the construction of a substantially superior model. Each 
attribute’s weight demonstrates how well it can distinguish across classes.

The Relief feature selection method [22] is a supervised strategy that demonstrates 
importance to the binary or multiclass objective. Weights are used to standardize the 
attributes. A higher weight is given to an attribute value if it distinguishes between 
same class instances and instances of other classes. The weight of a feature is altered 
during this iterative process. The final subset is chosen from the attributes whose 
weight exceeds a cut-off. The filter selects the optimal subset in this case to be given to 
the algorithm for training. The algorithm then chooses examples at random from this 
optimized subset.
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When relevance weights are viewed as the ratio between the number of explained 
concept changes and the number of explained occurrences, the Relief weights may be 
easier to understand. If a change can be described in a variety of ways, the estimate will 
give credit to all possible explanations, and if the explanation involves many features, 
the estimate will give credit to all of them. To further understand this, Table 1 presents 
a Boolean problem where Class is represented by the phrase (F1 ∩ F3) 

∩

 (F1 ∩ F2) and 
where all three attributes are relevant. It can be claimed that F1 is in charge of assigning 
classes in the first instance of Table 1, however F1 or F2 would assign classes 0 in the 
second occurrence, so they share responsibility. F1 or F3 share responsibility in the third 
case, and so on. Given that there are two alternative pairs of feature values in the last 
instance, it is not sufficient for class to change. Estimates of the scores for all three 
features are provided by adding up the responsibilities.

Table 1. Dataset description showing responsible features that yield the change

Instances
Values of Features

Class Responsible Features
Change in Score

F1 F2 F3 F1 F2 F3

I1 1 1 1 1 F1 1/8 0 0

I2 1 1 0 1 F1 or F2 0.5/8 0.5/8 0

I3 1 0 1 1 F1 or F3 0.5/8 0 0.5/8

I4 1 0 0 0 F2 or F3 0 0.5/8 0.5/8

I5 0 1 1 0 F1 1/8 0 0

I6 0 1 0 0 F1 1/8 0 0

I7 0 0 1 0 F1 1/8 0 0

I8 0 0 0 0 (F1 and F3) or (F1 and F2) 1/8 0.5/8 0.5/8

Total Score 0.75 0.187 0.187

3.3 Training and testing

The Cleveland dataset consists of 303 samples, each of which is selected for training 
and has a distinct collection of 13 features in addition to the labels. Based on the pres-
ence or absence of heart illness, the data set is categorized. The entire dataset is divided 
into k pieces for K-Fold cross-validation. While the remaining k-1 data sections are 
used for testing, the first k-1 data portions are used for training. The procedure runs 
k times. The value of K = 10 is employed in this research for experimental work due 
to its high repeatability. Thus, 90% of the data portion is utilized for training and the 
remaining 10% for testing of the model at each iteration of ten-fold cross validation. 
The outcome is achieved by computing the mean of values in each phase.

3.4 Classification

There exist many classification algorithms, but in this research, the well-known 
algorithms are investigated. Below, each of them is discussed briefly.
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Naive Bayes. The Naive Bayes classifier is another name for the highly scalable 
Bayesian classification tool, which is based on the Bayes theorem. A subset of the 
Bayesian network, it is a probability-based classifier. Conditional independence states 
that an attribute value is independent of the values of the other characteristics in a class. 
In order to comprehend, assume D represents training data with class labels, ‘m’ rep-
resents the number of classes C1, C2, … Cm, and that ‘n’ represents the number of char-
acteristics in each tuple X. This classifier makes the prediction that a tuple X relates to 
the class with greater posterior probability and is conditioned on X. The Naïve Bayes 
classifier determines that tuple X relates to class Ci if and only if

 P(Ci│X) > P(Cj│X) for 1 ≤ j ≤ m, j ≠ i (1)

As a result, P(Ci│X) is maximized.
Random Forest. A categorization scheme based on trees is called Random Forest. 

As the name implies, the application creates a forest with a sizable number of trees. 
Using a randomly chosen subset of the training data, it builds a number of trees. The 
process is then repeated with numerous samples picked at random and a decision is 
made by the majority. Let’s say that the training set is X = xi (i = 1 – N ) and the 
responses are Y = yi (i = 1 – N ). Following training, the prediction for testing sample x′ 
may be made by majority vote or by averaging the predictions from many regression 
trees, denoted by f (x′) on x′.
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Decision tree. Each internal node in a decision tree structure stands for a property 
being tested, each branch for an outcome, and each leaf for a separate class. The tree 
grows by selecting the “Best Feature/Attribute” from a set of attributes from the root 
node, then divides. Calculating two more metrics, “Entropy” and “Information Gain,” 
usually yields the “Best Attribute,” which is the one with the most useful information. 
The term “Entropy” describes how homogeneous a dataset is, but “Information Gain” 
describes how quickly characteristics’ entropies rise or fall [23], and is represented as:
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where yi are possible features and p(yi) are corresponding probabilities.
Support vector machine. Outstanding but adaptable machine learning methods, 

support vector machines (SVMs) can be used for regression and classification. 
The goal of SVM is to classify datasets in order to locate the most extreme periph-
eral hyperplane. The mathematical formula for the one-vs.-one SVM algorithm for 
two-class classification is [24]:

 Q w y w x bii i i� � � � ��� ���1
2

12 ( . )  (4)
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where ∝i, xi, yi, b and w denote constants, input, output class, bias, and final weights, 
when Q is set to minimum [24], and:

 � � � � �� ii i iy where C0 0, ;  (5)

where C (a constant), needs to be satisfied. The weight vector and the decision for 
resulting class is computed as [24]:
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K-nearest neighbor. The supervised learning technique K-nearest neighbors (KNN) 
is used for both regression and classification. The k-nearest neighbors (KNN) technique 
computes the likelihood that a data point will relate to one group or another based on 
which group the data point is closest to. There are several ways to determine this dis-
tance, the most popular being the Euclidian, Manhattan (for continuous), and Hamming 
distances (for categorical).

3.5 Performance metrics

Several evaluation criteria, including recall/sensitivity, precision, F1-score and 
accuracy—all computed from a matrix—were selected to assess classification perfor-
mance. This matrix includes measurements-based true negatives (TN ), false negatives 
(FN ), false positives (FP), and true positives (TP). The following mathematical formu-
las represent the evaluation metrics:

Accuracy: This is calculated to indicate the overall model performance.

 Accuracy = (TP + TN )/(TP + TN + FP + FN) * 100 (7)

Recall (Sensitivity): This is characterized as the proportion of heart patients who are 
classified to all heart patients, and it can be computed as:

 Sensitivity = TP/(TP + FN ) * 100 (8)

Precision: This is determined by dividing the positive score by the projected positive 
score. It is stated mathematically as:

 Precision = TP/(TP + FP) * 100 (9)

F1-score: This metric represents a measure of precision and recall. The value is 
between 1 and 0. The model’s performance increases as the value gets nearer to 1. It is 
determined by the following equation:

 F1 = (2 * (Precision * Recall))/(Precision + Recall) (10)
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3.6 Robustness and higher confidence score

The accuracy and increased confidence score can be calculated once several classi-
fier metric measurements are provided for testing data. For robustness, different tests 
should be conducted. In this work, this is equivalent to using multiple classifiers. Thus, 
testing becomes more focused and helps determine whether or not a system gener-
ates results with confidence. In hospitals, typically, a specialist or a physician views 
medical test reports before making any judgement. If the number of distinct test reports 
indicate the same results, the confidence of the doctor improves to make judgement in 
that direction. Thus, there is a direct relationship. In this research, this is equivalent to 
applying multiple and distinct classifiers. The more different classifiers identify the 
disease, the greater the confidence. Once values of all classifier accuracies used are 
arranged in descending order, the maximum accuracy thus achieved is:

 Accuracy = max{Classifier 1,… Classifier 2, Classifier N} (11)
 Maximum confidence = N 

where classifiers used in the equation are those which detected in the same direction. 
Thus, a computing system having a processor with two cores with each core capable of 
two threads, the system can test four classifiers in parallel and generate a result with a 
maximum confidence of four and accuracy as per equation (11).

4 Experimental results

In simulations, the pre-processed dataset is utilized in the afore-mentioned classi-
fication methods to measure evaluation data. The training and testing was done using 
Google Collaboratory in python language. Using equations (7–10), the measured values 
are in shown Table 2 with full feature space and in Table 3 with selected feature space.

Table 2. Classification results on full feature space

Classification Precision Recall F-1 Score Accuracy

1 NB 83.71 91.11 87.31 86.71

2 K-NN 88.01 88.01 88.01 86.81

3 DT 84.51 82.31 83.51 81.97

4 SVM 90.01 88.01 89.01 81.97

5 RF 93.71 88.21 90.16 90.16

Table 3. Classification results on selected feature space

Classification Precision Recall F-1 Score Accuracy

1 NB 85.71 91.91 88.21 86.71

2 K-NN 86.06 84.41 87.21 87.11

3 DT 85.91 89.16 84.31 84.98

4 SVM 92.31 88.21 89.11 91.73

5 RF 93.71 89.21 91.16 94.50
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According to Table 2, random forest fared better than all classifiers in terms of 
accuracy, while random forest and support vector machine together performed better 
than other classifiers with respect to precision, recall, and F1-score. While DT and 
NB exhibited inferior scores compared to the other classification techniques, NB per-
forms the poorest in terms of sensitivity, specificity, and accuracy. As a result, when 
all classifier models are assessed on the same dataset, RF and SVM (as well as K-NN 
to some degree) stand out as prominent and robust classifiers. Some of the studies that 
were previously mentioned have attempted to build an ensemble of classifiers, but sim-
ply to compare them. This research has concluded that heart disease can be detected 
from findings of RF, SVM and other distinct classifier like K-NN, if all are three run in 
parallel, to produce a confidence with a score of three (3) using equation 11, and max-
imum accuracy of 90.16% using full feature space. Thus, the integration of classifiers 
improves the confidence of the medical specialist in true positives and true negatives 
of the results.

The simulation was repeated based on selected feature space, with results shown 
in Table 3. The measurements shown in Table 3 indicate that selected feature space 
improves the classifier performance. The results of Table 3 also suggest that SVM and 
RF are robust classifiers in selected feature space as well.

How much time or resource a model or an algorithm consume is also important for 
timely detection and prediction of a developed system. There are two types of com-
putational complexities, namely run time/space complexity and training complexity. 
The focus is on run time/space complexity as it was assumed that the training plat-
form will have enough resources and that the training is done offline. In other words, 
the preference is on timely performance over cost incurred during training. For this 
purpose, the relative computational cost of each algorithm planned for performance 
evaluation needs to be evaluated. To tabulate the complexity of machine algorithms, let 
us define the variables that are used to estimate the complexity of a machine algorithm, 
as follows:

Number of training examples = n, Number of neighbors/support vectors/decision  
trees = k, Dimensions in the data = d, Classes = c 

It is obvious from Table 4 that training time complexities vary but run time complex-
ity of random forest, K-NN and support vector machine are lower than all other machine 
learning algorithms. It should be noted, here, that processing time depends on the given 
parameters used in a particular algorithm and the machine used to run the classifier for 
testing. Thus, the processing time may vary depending on the actual machine used.

A comparison may also be made between contemporary machine learning techniques 
and the proposed approach. The findings indicate that our suggested model has a higher 
success rate and confidence than other models in literature. The results thus accumu-
lated are displayed in Table 5.
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Table 4. Training, run time complexity, processing time of used algorithms

ML Algorithm Training Time
Complexity

Run Time/Space
Complexity

Processing Time
(s)

NB O (d * n) O (d * c) 34.10

SVM O (n²) O (d * k) 14.13 (RBF)

K-NN O (d *n *k) O (d * n) 18.22

DT O (d *log(n)* n) O (maximum tree depth) 24.4

RF O (d *log(n) *n * k) O (tree depth* k) 20.91

Table 5. Comparison between proposed and existing methods

Contribution Algorithm Confidence Score Accuracy

Reference [25] Hybrid framework 1 86.00

Reference [26] HRFLM 1 88.70

Reference [27] ANFIS 1 91.00

Reference [28] ANN-fuzzy-AHP 1 91.10

Reference [29] Stacked SVM 1 91.11

This work RF and SVM implemented in Parallel 2 94.50

5 Embedded system architecture

For the design of an embedded intelligent system, the functional requirements 
include real time computational performance, storage, communication, easy algorithm 
implementation with low cost, etc. The hardware requirements include the following:

•	 Multi-core computer with application-specific integrated circuit controller
•	 RAM Memory and its controllers to run programs and store transient data.
•	 Interrupt controllers, which by standard make up a part of the CPU
•	 System HW timers for time-constrained events that
•	 Parallel and Serial I/Os
•	 Power monitors, which produce interrupt and reset at voltage drops
•	 Mass Storage Interfaces for highly integrated CPU and ASIC device
•	 Connection to High-speed network
•	 Realtime operating system such as Linux OS or ProConOS

Based on these requirements, the overall architecture can be devised as shown in 
Figure 2. The development computer shown in the Figure is the one, where machine 
learning model(s) are trained using Cleveland database. The sensors are the devices 
attached to the body of the patient to measure real time data and send them to an embed-
ded system. An example of an embedded system is a 32-bit ARM9 processor (4 cache 
coherent cores) with real time Linux operating system, ProConOS as control kernel and 
SQlite embedded database. The embedded system runs the trained model(s) on patient 
data to provide real time predictive analysis to the physician. Thus, the cost to be borne 
by the hospital for this improved heart disease detection is dependent on this embedded 
system only, as other hardware is generally available at hospitals.
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Embedded system (with ARM9) processor

Physician’s monitorDevelopment computer

Sensors or wearable IOT devices

Fig. 2. Architecture of real time embedded system

6 Conclusions

The objective of this research was to figure out the effective machine learning sys-
tem for detecting cardiac problems. On a well-known heart disease dataset, a chosen set 
of machine learning algorithms with feature selection was applied to assess the parame-
ters for ranking. The computational complexity of each machine learning model and its 
performance were chosen to build robustness and increase confidence.

The results of the experiment demonstrate that the Random Forest was the top per-
former with accuracy of 94.5% followed closely by Support Vector machine algorithm 
with accuracy of 91.7% on selected feature space. Thus, these two top performing 
classifiers turned out to be promising classifiers for heart disease prediction. Since the 
testing of these classifiers is typically conducted on an embedded system for real time 
prediction, the characteristics of these classifiers can be combined to generate robust-
ness in heart disease detection. For a robust heart disease prediction in an embedded 
platform, the proposed system stated that heart disease is detected with higher confi-
dence if and only if more than one classifier detects it, and thus provide confidence 
of that majority vote. It turns out that employing fewer algorithms to detect cardiac 
disease is sufficient, as opposed to using an ensemble of algorithms. As far as future 
direction in this research is concerned, a number of strategies can be thought about. 
The first and foremost is to implement a detection system for heart illness in real time. 
For this, a possible architecture of a real time embedded system has been discussed in 
section five. To support this, a real time heart hardware implementation of RF and SVM 
have been documented [8, 30]. Thus, real time implementation of the whole system can 
be easily facilitated by deploying currently available embedded system products that 
implement classifiers in parallel.
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Another direction is to facilitate the hospital cardiac team through online social network, 
similar to the works in [31–32] where patient data can be transported to the hospital sys-
tem for real time monitoring. This study may also be improved by using a larger heart 
disease repository to improve training results which may lead to better detection results.
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