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Abstract—Alzheimer Disease (AD) is the ordinary type of dementia which 
does not have any proper and efficient medication. Accurate classification 
and detection of AD helps to diagnose AD in an earlier stage, for that purpose 
machine learning and deep learning techniques are used in AD detection which 
observers both normal and abnormal brain and accurately detect AD in an early. 
For accurate detection of AD, we proposed a novel approach for detecting AD 
using MRI images. The proposed work includes three processes such as tri-
level pre-processing, swin transfer based segmentation, and multi-scale fea-
ture pyramid fusion module-based AD detection. In pre-processing, noises are 
removed from the MRI images using Hybrid KuanFilter and Improved Frost Filter 
(HKIF) algorithm, the skull stripping is performed by Geodesic Active Contour 
(GAC) algorithm which removes the non-brain tissues that increases detection 
accuracy. Here, bias field correction is performed by Expectation-Maximization 
(EM) algorithm which removes the intensity non-uniformity. After completed 
pre-processing, we initiate segmentation process using Swin Transformer based 
Segmentation using Modified U-Net and Generative Adversarial Network 
(ST-MUNet) algorithm which segments the gray matter, white matter, and cere-
brospinal fluid from the brain images by considering cortical thickness, color, 
texture, and boundary information which increases segmentation accuracy. The 
simulation of this research is conducted by Matlab R2020a simulation tool, and 
the performance of this research is evaluated by ADNI dataset in terms of accu-
racy, specificity, sensitivity, confusion matrix, and positive predictive value. 

Keywords—Alzheimer Disease (AD), Mild Cognitive Impairment (MCI),  
skull striping, segmentation, VGG-16, swin transfer

1 Introduction

Alzheimer’s disease is one of the common causes of elderly death which is an 
irreversible and progressive neurological brain disorder that causes the brain to shrink. 
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It slowly destroys the memory and thinking skills then the ability to carry out the sim-
plest task which is serious enough to hamper daily life. Alzheimer’s disease is mainly 
caused by an abnormal build-up of protein in and around brain cells where one of the 
protein amyloid deposit and form plaque around the brain [1, 2]. Due to aging, the diag-
noses of Alzheimer’s disease are tedious task; therefore, Magnetic Resonance Imaging 
(MRI) is used for disease detection to help doctors [3–6]. 

Certain processes are involved in Alzheimer’s disease detection from MRI images, 
the processesare pre-processing, segmentation, feature extraction and classification. 
Initially, the MRI images are pre-processed due to noise-prone characteristics and con-
tain non-brain tissues (eye, fat, muscles, dura, scalp, skin, etc.) where some existing 
works nevermore perform skull stripping and several existing works don’t consider 
noise reduction (i.e. Rician noise, Gaussian noise, salt and pepper noise, etc.) which 
moderation them with less classification accuracy [7–12]. After pre-processing, seg-
mentation was performed to increase the classification accuracy and reduce complexity. 
Segmentation is one of the major processes to segment the gray matter, white matter 
and cerebrospinal fluid to extract the significant features for classification. Some of the 
existing work doesn’t perform segmentation and the majority of the existing works 
accomplished the segmentation using automated image analyzing tool such as statis-
tical parametric mapping (SPM), FreeSurfer and FSL-FAST4 which consume more 
computational time to perform full segmentation, lack of validation, automated meth-
ods in estimating the volume will not accurate and the automated tools compare inten-
sity to atlas on to guide segmentation this augment issues of loss of fine information 
which leads to segmentation problem and affect the segmentation accuracy [11, 13–16].

In most of the existing work, the neural network algorithms are used for feature 
extraction and classification which only extract single feature or limited features that 
are insufficient to perform Alzheimer’s disease classification [17, 18]. The existing 
works utilize machine learning (ML), neural network and deep learning (DL) algo-
rithms, the ML algorithms such as support vector machine, decision tree, k-nearest 
neighbor, random forest etc.., which has high training complexity due to large number 
of trees generated while feature extraction and some of the algorithms are not appro-
priate for large dataset [12, 17, 19]. The ML limitations are resolved by deep learning 
which employs neural network for feature extraction and classification such as con-
volutional neural network, multilayer perceptron and radial basis function [20–24]. 
However, this algorithm generates large number of hidden layers, high convergence 
weight and consumes high computational time which increases the high complexity 
and affects the classification accuracy. The challenges faced by automated tool while 
segmentation was addressed by swin transformer-based semantic segmentation then 
the provocation and insufficiency while feature extraction was solved by multi-scale 
feature extraction with effective architecture which reduces the high complexity and 
high false positive rate. 

For Alzheimer’s disease detection, most of the existing works used neural networks 
for feature extraction and classification. However, it increases the high complexity 
and reduces the accuracy of classification. Several important problems present in the 
existing work are described as follows in Table 1 [1].
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Table 1. Most relevant problems – state-of-the-art methods 

Problems Description 

Lack of Pre- 
processing

Most of the existing work performs pre-processing, whereas some works don’t perform 
skull stripping and noise reduction which affects the classification accuracy due to 
presence of noise and non-brain tissues (eye, scalp, fat, dura, skin etc.).

Inadequate 
features

Many of the existing works used the texture analysis to extract texture features. 
And some of them extracted only the limited features (low-level features) where these 
features are insufficient to classify the disease and affect the true positive rate.

High 
Complexity

In some of the existing works the features are extracted from the entire MRI image 
without segmenting the region of interest which increases the high complexity. Several 
existing works utilized the convolutional neural network which generates numerous 
unwanted layers while feature extraction which leads to high complexity. Then most  
of the works employed support vector machine for classification which are not suitable 
for large dataset.

We are motivated the abovementioned problems with the aim of detecting and clas-
sifying the Alzheimer’s disease (AD) using MRI images. In addition, this research 
identifies the problem of considering lack of pre-processing, inadequate feature, high 
complexity and so on. The main objective of this research is to perform mathematical 
modeling for classifying the Alzheimer’s disease using MRI images with low false 
positive rate and high accuracy. The remaining objectives of this research are described 
as follows:

1. To enhance the quality of MRI images, pre-processing is initialized by noise reduc-
tion, removal of non-brain tissues and bias field correction that increase the true 
positive rate.

2. To extract the feature effectively, semantic segmentation is performed to segment the 
gray matter, white matter and cerebrospinal fluid which reduce the high complexity.

3. To increase the classification accuracy, significant features are extracted in  
multi-scale from the segmented image which reduces the high false positive rate.

To make it clear, this research mainly focuses on detecting AD accurately using 
MRI images with high accuracy. The major contributions of this research are listed as 
follows:

1. Initially, we perform tri-level pre-processing, in first level we perform noise removal 
by HKIF algorithm which removes the noise and preserves the edge information of 
the images, in second level we perform skull stripping by extracting brain images 
using GAC which increases accuracy and reduces complexity. In third level, we 
perform bias filed correction to increase the intensity of the images which is done by 
EM algorithm that helps to increase the quality of the images. 

2. Swin transformer-based segmentation is performed to segment gray matter, white 
matter, and cerebrospinal fluid of brain which is done byST-MUNet algorithm, this 
process increases the detection accuracy of AD, and MCI.

3. Multi-scale feature extraction based AD detection is performed by MSFP-VGG16 
which extracts multiple features (i.e, structural, statistical, edge, blobs, color,  
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and contour) in multi-scale format that provides additional information of the fea-
tures which increases classification accuracy. The proposed MSFP-VGG16 classi-
fies the images into three classes namely normal, AD, and MCI.

The performance of this research is evaluated by various performance metrics such 
as accuracy, sensitivity, specificity, confusion matrix, and positive predictive value.  
This paper is structured as follows; Section 3 explains the detailed summary of the litera-
ture review and its research gap. Section 2 explains the major problem statement which are 
addressed from the existing works and solved by the proposed work. Section 4 illustrates 
the research methodology which explains the research methodology, pseudocode, algo-
rithm, and mathematical formulations. Section 5 illustrates the detailed description of the 
experimentation study of the proposed work. Section 6 concludes the conclusion.

2 Problem statement 

In [23], an automated detection model for Alzheimer’s detection using T2 weighted 
brain MRI images is proposed. Here, Alzhiemer disease is classified by Support Vector 
Machine (SVM) Poly-1 and Random Forest algorithm. The major problems of this 
research are expressed as follows:

1. In this work, the features are extracted from the entire image without focusing on 
region of interest (GM, WM, and CSF) that increase the high complexity.

2. The local binary pattern (LBP) was employed for feature fusion which produces 
rather long histogram that leads to slow down the model performance and affect the 
true positive rate. 

3. Here, the model does not allow for training larger dataset due to its low computation 
capacity therefore the model does not suitable for large dataset that affects the clas-
sification accuracy. 

The author proposed a deep learning method for Alzheimer classification using T1 
weighted MRI images [25]. The multilayer perceptron (MLP) was used for classifying 
cognitive normal (CN), early mild cognitive impairment (EMCI), late mild cognitive 
impairment (LMCI) and AD. The research issues are listed as follows, 

1. In this work, the pre-processing was performed for bias field correction, B1 non-uni-
formity and grad-warp where skull stripping is the main process, lack of consider-
ation leads to less true positive rate.

2. Here, only texture features were considered for Alzheimer’s disease classification. 
However, lack of considering other significant features (i.e., structural, statistics, 
edge etc.) will affect the classification performance and its accuracy.

3. The multilayer perceptron (MLP) was employed for classification, where it gen-
erates many hidden nodes and convergence of the weight will be very slow which 
degrades the model performance and it leads to high complexity.

The author proposed a deep fusion method for Alzheimer’s detection using T1 
MRI image from ADNI dataset [26]. Searchlight was utilized for feature extraction 
from specific position of brain and the SVM classifies the images into AD and normal.  
The main research problems of this research are listed as follows,
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1. Here, the segmentation was performed on raw image, where the presence of non-
brain tissues, noise and intensity inhomogeneity affect the image quality and leads 
to high false positive rate.

2. In this work, statistical parametric mapping (SPM) was utilized for segmentation, 
where it was an automatic image analysing tool, which is not suitable for any other 
dataset’s segmentation process this affects the classification accuracy. 

3. The support vector machine (SVM) was employed for Alzheimer’s disease classifi-
cation which doesn’t perform well on large dataset due to its high training complica-
tion that leads to high complexity.

The author proposed a method for early diagnosis of Alzheimer’s detection using 
T2 weighted MRI from ADNI database [27]. Convolutional Neural Network (CNN) 
was utilized to perform feature extraction and classification into three classes such as 
normal, MCI, and AD.

1. In this work, the pre-processing was performed to enhance the image quality and 
skull stripping where bias filed correction and noise reduction were not considered 
which leads to affect the image quality and classification accuracy.

2. Here, the clustering-based segmentation was performed where random initialization 
of centroid of cluster lack of consistency in determination of abnormalities that leads 
to high false positive rate.

3. The feature extraction and classification were performed by Convolutional Neural 
Network (CNN) which generates large number of unwanted layers while feature 
extraction that leads to high complexity.

3 Related work 

In paper [28], the authors proposed a machine-learning model for Alzheimer’s dis-
ease diagnosis using T1 MRI images. Initially, the pre-processing was performed using 
FreeSurfer software for skull stripping, image registration, cortical segmentation, and 
thickness estimation then the brain regions are segmented using the same software and 
63 volumetric features are obtained. The Welch’s test was used for feature selection 
and 22 significant features are selected for classification. Finally, the classification 
was performed by Random Forest which classifies into three classes as Normal, MCI 
and Alzheimer’s disease. Here, the classification was performed using Random Forest 
which generates a large number of trees for a large dataset during classification increases 
high complexity and high latency. Authors in [29], proposed a model for Alzheimer’s 
disease detection using T1 weighted MRI images. Initially, the pre-processing was  
performed for skull removal using FreeSurfer, then sampling, clipping, and intensity 
normalization are executed. The feature extraction and classification were accom-
plished using Modified U-net, which has skip-connection to fuse low-level information 
and high-level semantic features. Finally, the structural features are used for classifi-
cation which classifies normal, early cognitive impairment, late mild cognitive impair-
ment, and Alzheimer’s disease. In this work, the feature extraction was performed on 
the overall image instead of focusing on the region of interest which leads to high 
complexity in extracting features from the overall image.
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The authors proposed a deep learning model for Alzheimer’s and Dementia dis-
ease diagnosis using MRI images [5]. Initially, the pre-processing was performed to 
balance the dataset using Synthetic minority over-sampling technique (SMOTE) and 
the normalization was executed. The DEMNET network was implemented for feature 
extraction and disease detection where the convolutional layers extract the discrimi-
nate features from the pre-processed image. Finally, the softmax layer classifies into 
four classes such as non-AD, very mild AD, mild AD, and moderate AD. Here, the 
pre-processing was only performed to balance the dataset where the presence of non-
brain tissues, noise, and intensity in homogeneity affects the classification accuracy. In 
paper [30], the author’s deep and conventional machine learning model for Alzheimer’s 
disease detection using T1 MRI images. Initially, the N4 algorithm was used to correct 
the non-uniformity and skull stripping, and then a non-rigid B-spline transformation 
model was implemented for pair wise registration. The gray matter was segmented and 
the feature map was extracted using a statistical parametric mapping from the pre-pro-
cessed image. Finally, the deep convolutional neural network and conventional SVM 
classify into normal, mild cognitive impairment, and Alzheimer’s disease. The gray 
matter segmentation and feature map were extracted by statistical parametric mapping 
which is an analyzing tool and it will not suitable for all the datasets that leads to high 
false positive rate. Authors in [31], proposed an automatic classification method for 
Alzheimer’s detection using T1 MRI images. Initially, the FMRIB’s software library 
(FSL) and brain extraction tool were used for skull stripping then the gray matter, white 
matter, and CSF are segmented using FSL-FAST4 automated segmentation tool. Then 
FreeSurfer software was implemented for feature extraction based on cortical thickness 
and 63 features are extracted. The Six classifiers are executed separately for classifica-
tion into normal, early mild cognitive impairment (EMCI), late mild cognitive impair-
ment (LMCI), and Alzheimer’s disease. Finally, the SVM with radial basis function 
obtained high accuracy. In this work, the feature extraction was performed using Free-
Surfer, which resulted in errors in terms of precise borders of a different brain region, 
which will affect the true positive rate.

In paper [32], authors proposed a deep learning method for early diagnosis of  
Alzheimer’s disease using MRI images. Initially, the pre-processing was performed 
using non-local mean algorithm for normalization, standardization, and resize then the 
data augmentation was performed to avoid data scarcity. The feature extraction and 
classification were performed using two methods, the first method was employed by 
CNN and the second method was using the transfer learning method. Finally, the fea-
tures are extracted and classified into normal, EMCI, LMCI, and AD. In this work, 
the features are extracted from the overall images without segmenting the GM, WM, 
and CSF which leads to high complexity. In paper [27], the authors proposed a deep 
learning method for the early detection of Alzheimer’s disease using T2 MRI images 
from two datasets. Initially, the pre-processing was performed to remove the non-brain 
tissues using the skull stripping algorithm. The Enhanced independent component anal-
ysis was used for segmenting the gray matter which is used to estimate the atrophy 
changes. The CNN based on inception type of block was proposed for feature extraction 
and classification which extract the deep features. Finally, the softmax layer classifies 
into normal, AD, and MCI. The convolutional neural network was used for feature 
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extraction and classification, where it takes long time to train, especially with large 
dataset which leads to high false positive rate. The authors proposed a deep transfer 
learning model for Alzheimer’s disease detection using MRI images [33]. Initially, 
the images are channelized, resize and the images were cropped to remove the white 
space and enhance the data. Then, the images are augmented to balance the dataset 
and the CNN was utilized for feature extraction, the convolutional layers at starting of 
CNN’s filters extract the low-level features such as edge, blobs, and color and the net-
work end learns the global, high level and complicated features. Finally, by using CNN 
based transfer learning technique the softmax classifies into AD, MCI, and normal. The 
pre-processing was performed to channelize, resized, and crop to remove the white 
space, where lack of skull stripping, noise reduction, and bias field correction affects 
the classification accuracy.

Feature selection-based AD classification was performed by using optimization and 
machine learning algorithms [34]. Initially, the input images were pre-processed and 
normalized for improving the quality of the images. The pre-processed images were 
sent to feature selection phase which were done by genetic with logistic regression 
algorithm. The selected features were sent to classification phase which was done by 
support vector machine, extreme gradient boosting, and random forest algorithm which 
classified the images into AD/NC, AD/MCI. The performance of this research was 
evaluated by ADNI dataset that prove the proposed work achieved better performance 
in AD detection and classification. Here, machine learning algorithm was proposed for 
AD detection which takes high training time for large dataset that reduces the training 
performance of AD detection and classification. 

Deep learning-based AD detection using MRI images [35]. This research includes 
three processes such as pre-processing, feature extraction, and classification. Here, 
3D MRI images were taken as an input, and thenpre-processing was performed for 
image slicing. The sliced images were sent to the CNN algorithm which performs 
feature extraction. Here, transfer learning was applied to the CNN for efficient fea-
ture extraction. The extracted features were fed into RNN which classified the images 
into AD or NC. The performance of this research was evaluated by ADNI dataset. 
AD detection was performed by incorporating CNN and VGG-16 using MRI images 
[36]. Initially, MRI images were collected from kaggle for AD detection. After that, 
feature extraction was performed by VGG-16, based on the extracted features neural 
network was classified the images into four classes such as mild, moderate, very mild, 
and normal. The experimental result demonstrates that the proposed work achieved 
superior performance in accuracy, recall, precision, f-measure, AUC and ROC curve. 
Here, features were extracted from the noisy images which lead to less classification 
and detection accuracy. Automatic detection of AD and MCI was performed using 
MRI images [37]. Initially, MRI images were collected from ADNI dataset for AD and 
MCI detection. Then perform image resizing and slicing for accurate detection of AD.  
Here, deep convolutional neural network extracted the features automatically from the 
sliced MRI images. The proposed convolutional neural network includes depth wise 
and point wise convolutions for increasing the performance of feature extraction which 
extracts the features in multiple views. The classification includes two classes such as 
AD and MCI. Finally, the experimental results show that the proposed work achieved 
good performance in terms of accuracy, AUC, and ROC curve. 
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4 System model

In this research, we mainly focus on the Mathematical modeling of Alzheimer’s 
disease detection using Magnetic Resonance Imaging (MRI). This proposed work 
improves the classification accuracy by performing pre-processing, segmentation and 
feature extraction. We have considered T1 weighted MRI image from Alzheimer’s 
disease Neuro imaging Initiative (ADNI) database. Figure 1 represents the architecture 
of the proposed ST-Seg model. This proposed work consists of three sequential phases 
such as: Tri-level Pre-processing, Swin Transformer based Segmentation using MU-net 
and GAN, and Multi-scale feature pyramid fusion module and Classification.

Input Image
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Reduction 
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Stripping 

Pre-processed Image

Tri-Level Pre-processing

Bias Field
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Swim Transformer Block 
Merging
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Fig. 1. Architecture of proposed ST-Seg model
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4.1 Tri-level Pre-processing

In this work, we have taken MRI images from ADNI dataset where we perform 
tri-level pre-processing to enhance the image quality by accomplishing skull stripping, 
noise reduction and bias field correction.

Noise reduction. The MRI images have certain noises such as Speckle noise, Gauss-
ian noise, and so on. Removal of these noises is required to enhance the MRI image 
quality. For this purpose, we proposed Hybrid of Kuan and Improved Frost filters 
(HKIF) where these filters remove noise and smoothen the image without removing 
edge features which is shown in Figure 2. Here, the noisy images are fed into HKIF 
whereas the Kuan filter and frost filter provides the noise removed images which are 
incorporated and provided the final noise removal image. The Kuan filter depends on 
the effective count of looks which is the main parameter since that needs to adjust 
for every image to tune the parameters of the filter for obtaining efficient results in 
noise removal. Here, the Kuan filter automatically evaluated the optimal parameter of 
the filter based upon edge pixels that provides effective results. Let consider W is the 
window centre of the filter with pixel coordinates (p, q). CW is the centre pixels in W 
and δ is weighted value. The Kuan filter gray level pixel positions are given as follows,

 F p q CW W W( , ) ( )� �� � ��  (1)

where εW represent the mean value inside the filter window W. The weight value of 
the filter is evaluated as follows,

 � �

�

�
�

�

1
1

2 2

2

C C
C

i/  (2)

 Ci W W= ρ ε/  (3)

where ρW is represent the standard deviation in W, and C lookn� �1/ . The lookn 
metric efficiently manages the smoothing volume which is applied in the image by 
changing the coefficient of noise variation Cε. The value of lookn is represent the effi-
cient number of looks (γ  ) of the given image which is closure to the actual lookn of 
the noisy image. If the lookn has smaller values, then it represents more smoothening, 
otherwise it preserves the edge information of the image. The value of lookn is adjusted 
to control the performance of the filter. The calculation of γ is defined as follows,

 � � �� ( / )r r
2  (4)

where mr represent the mean value of the even image region (r), and ρr represent 
the standard deviation of the even image region. For identifying the uniform areas 
of the image, the image is divided into 25 × 25 sub images, and calculated the γ for 
each sub images, finally average two sub images value of γ  for obtaining final γ  value.  
Let consider lookn = γ at initial stage, and then the values are adjusted by manually 
which is calculated as follows,
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 look an = +( )1 γ  (5)

where a represent the coefficient of adjustment parameter, and the value of a changes 
with variance of noise (an) and detail of image (ad) which is formulated as follows,

 a a ad n= +  (6)

In this way, image noises are removed by using kuan filter. Parallelly, the noisy 
images are sent to the improved frost filter for noise removal. Here, the window size 
and tuning factors are adaptively changed based on regional characteristics. The math-
ematical representation of frost filter is defined below,

 ( , ) /i j p e
x y

xy xy
x y
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kh DI xy� ��� �� �� � �
2

 (7)

where (i, j) represent the current pixel location, ( , )i j  is filter output, and pxy is the 
pixels values between window centre at ( , ), ( )i j k k > 0  represent the factor of tuning 
parameter, and hI represent the variation coefficient which is defined as ration between 
sample mean and standard deviation, and Dxy is distance between the pixels to cen-
tre pixels. The value of k is small, then improved frost filter perform noise removal 
efficiently, but it does not preserve edge information accurately. The value of k is 
increased, then it effectively preserves the edge information effectively. Hence, the 
size of the window is adjusted dynamically based on adaptive windowing method.  
Let assume (i, j) represent the current location of the pixel, and the threshold calculation 
of the current window is defined as follows,
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where µij represent the mean value, and ρij is the standard deviation of the current 
window. Trij is represent the threshold value which effectively smoothened the image. 
ρ f

2 denotes the noise variance and Swij represent the size of the current window, β is 
denotes the system parameter. Here, window centre size is changed dynamically that is 
expressed as follows,
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where SwMin represent the minimum window size, and SwMax  and maximum window 
size. Here, variation coefficient hij  is not bigger than Trij, then the window size is grad-
ually increases for obtaining better results. In this way, improved frost filter performs 
noise removal and edge preservation. Finally, two outputs of kuan filter and improved 
frost filter are combined and produce final noise removed images with effective edge 
preservation.

Kuan Filter Improved Frost filter

Noise removal 1 Noise removal 2

Final Result (1 + 2)

Noise Removed Image

Input Image

Fig. 2. Process of noise reduction

Skull stripping. The main process of pre-processing is skull stripping in Alzheimer’s 
disease detection, which is the process of segmenting the brain tissues by removing non-
brain tissues (fat, scalp, muscles, dura etc.) from surrounding region which improves 
the robustness of the disease detection. For that purpose, we proposed GAC is a contour 
model that adjusts the smooth curve and constructs closed contour for region. Figure 3 
represents the skull stripping input and output. Initially, we defined the edge indicator 
of the image ( )EI  which is expressed as follows,
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where g I� �  is used to remove the noise by performing Gaussian smoothing, and ∇ 
represent the function of gradient. The function of edge indicator takes small values on 
image boundaries compared to other regions. So, we can introduce level set function
( ) :lsf r� ��  which is formulated as follows, 
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where s t−
2 is represent the distance between s and t, and Bin, Bout and ∂B represent 

the outside, boundary, and inside of the object respectively. Here, segmentation contour 
ϑ  has the value of zero. The energy calculation of proposed GAC is defined as follows,

 Z � � �� � � �� �

�

n

dxEI ( )  (13)

 ἡ��
�
� �� �� � 2 2

 (14)

where ∇ represent the gradient operator, here energy is calculated the edge indicator 
line integral with zero level set contour, which results slight length curve. The GAC 
energy function is integrated with penalty and area which are expressed as follows,

 ȴ � �� � � �
�� E dxI

n
h( )  (15)
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1
2

1
2

�

n

dx  (16)

where h( )ϑ  represent the function of Heaviside, the weight value of area and 
initial contour values are essential. If the initial value of contour is present inside the 
objects, the weight values of area must be positive so that shrink the zero lsf  of contour 
through evolution. On the divergence, if the initial contour is pinched inside the object, 
the area weight values are negative so that it enlarges to the zero-level set contour.  
These types of shrinking and expanding procedure are followed in GAC for extracting 
brain regions, and removing skull regions in the MRI images. 

ἡ
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(a) (b)

Fig. 3. (a) Noise removed image (b) Skull stripping image

Pseudocode for Pre-processing

Input: Input MRI image I
Output: Pre-processed Image (𝓅I)
Begin
  For eachIdo
   Initialize Kuan filter 
   Perform noise removal by Kuan filter from Eq. (1)–Eq. (6)
   Adjust γ  by manually using Eq. (4)
   Obtain noise removed image NRI ( )1  by Kuan filter
   Initialize improved frost filter ( )IF
   Perform noise removal by IF  using Eq. from (7)–Eq. (10)
   Adjust the Swij dynamically using Eq. (10)
   Obtain noise removed image image NRI ( )2  by IF
 NR NR NRI I I� �image image( ) ( )1 1
End For
  Return NRI
For each NRIdo
   Perform skull stripping using Eq. (11)–Eq. (16)
   Perform bias field correction by EM using Eq. (12) and Eq. (13)
   Obtain pre-processed image 𝓅I
 End for
 Return 𝓅I
End

Bias field correction. The bias field correction is the step of removing intensity 
in homogeneity or non-uniformity that occurs from magnetic field. The bias filed is 
removed by cleaning the spatial frequencies. In MRI images, the useful information 
is presented in the higher spatial frequency compared to intensity non-uniformity, 
hence we need to eliminate low spatial frequency non-uniformity. In this research, 
the bias field correction is performed using by Expectation-Maximization (EM) algo-
rithm which makes the difference of brain tissues clearly and it is mainly performed 
to reduce classification errors. The main objective of EM is to detect maximum proba-
bility solution for bias field correction. The observed intensity non-uniformity from N  
images which are expressed as N n n n mI i i i� �{ , , , }( ) ( ) ( )1 2 . The latent elements of the 
observed non-uniformity are V V V Vm m m mN� �{ , , . .( ) ( ) ( )}1 2 1  Let { , }N VI m  is a complete 
data and its likelihood function is expressed as ln ( , | )l N VI m α , whereas α  represent 
the total metrics of the model. The proposed EM algorithm is used to maximize the 
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probability and acquire entire metrics in the model by performing two steps which 
are i stepand jstep. In i step, the distribution of posterior for Vm is obtained by using 
the present model metric α old . The complete posterior distribution-based likelihood 
function is defined as follows,

 Z i l N V NI m I( , ) [log ( , | ) | , ]� � � �old old�  (17)

In stepj, the likelihood function is maximized to inform the model metrics which are 
expressed as follows,

 � � �
�

old oldArg� max ( , )Z  (18)

where α old represent the current metric of the model, step i and j are performed 
alternatively until the meeting constraint is met. In this way, bias filed correction is 
performed in this research which increases the intensity of the brain tissues that helps 
to detect AD accurately.

Swin transformer based segmentation. After successful pre-processing, we per-
form Swin transformer-based segmentation to improve the classification accuracy. In 
this research, Swin Transformer based Segmentation using Modified U-net and Gener-
ative Adversarial Network was implemented for segmentation by considering cortical 
thickness, color, texture and boundary information, the Gray matter (GM), White matter 
(WM) and Cerebrospinal fluid (CSF) are segmented from the pre-processed image. The 
detailed architecture of proposed GAN is shown in Figure 4. In this research, we pro-
posed a hierarchical transformer that is computed with shifted windows which consist 
of swin based Multi-head Self Attention (MSA) module. The Swin transformer is a type 
of vision transformer, it built the hierarchical feature map by merging image patches 
in deep layers and it has low computation complexity and high accuracy. The input of 
the swin is divided into multiple patches of ( , , )′ ′ ′h w d  and dimension of �� �� ��h w d u.  
Initially, we used the patch partition to made an order of 3D tokens with dimension 
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voxels. The output of layers in encoder is expressed as follows,

 )ˆ ( ) MSA( ( ( 1))) ( 1)LO L w N O L O L= − − + −  (19)

 )ˆ ) ˆ( ) MLP( ( ( )) (LO L N O L O L= +  (20)

 ( 1) MSA( ( ( ))) ( )ˆ
LO L sw N O L O L+ = − +  (21)
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 ( 1) MLP( ( ( 1 )ˆ ˆ))) ( 1LO L N O L O L+ = + + +  (22)

where w – MSA, and sw – MSA represent the even and window partitioning MSA 
module respectively, and ˆ ( )O L  represent the output of w−MSA , and ˆ ( 1)O L +  is the 
output of sw – MSA, NL represent the normalization of layer. The output of the swin 
transfer is fed to the encode which is placed in the Generator.

The Modified U-net (MU-net) is used for semantic segmentation where the skip- 
connection characteristics will append every upsampled feature map at decoder with 
corresponding encoder and the Generative adversarial network (GAN) is deep learning- 
based architecture that can train and classify the medical data more effectively. The 
GAN’s architecture consists of generator and discriminator network, the generator net-
work includes MU-net where the swin transformer technique is applied in encoder 
and the decoder executes the result of segmentation. The proposed MUNet per-
formed down sampling in encoder and up sampling in decoder with skip connections.  
The generator pursues to learn a map G e f: →  which produces a binary map of seg-
mentation f from input image e based on training data. The map of discriminator { , }e f  
is covered of segmentation map and input image with the range in between 0 to 1, in 
which the discriminators evaluate the f is a ground truth mask or predicted map from 
generator. For segmentation, the objective function of GAN is expressed as follows, 

 Z i l N V NI m I( , ) [log ( , | ) | , ]� � � �old old�  (23)
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Fig. 4. Architecture of GAN for segmentation
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The objective function aligns with maximum of Ď(e,f  ), and minimum of Ď(e, Ĝ(e)) 
that pursuesto train the discriminator Ď for making correct decision. The generator 
generates the output from real data to hinder the discriminator Ď that makes correct 
decision and also minimizes the objective function. Here, loss function is calculated 
based on binary cross entropy which is common in segmentation which is defined as 
follows, 

 
seg , ~pdata ( , )

ˆ ˆ ˆ(G) [ .log G( ) (1 ).log(1 G( ))]e f e fL f e f e= − − − −  (24)

By integrating both segmentation loss and Objective function of GAN, we get the 
segmentation results from optimal generator is defined as follows, 

 
Ĝ Ď

= Arg min [max LGAN (Ĝ, Ď)] + γ Lseg (Ĝ)Ĝ*  (25)

where γ  represent the weighting parameters which can balanced the objective func-
tions. Here, the skip connections of the U-Net are connected between decoder and 
encoder allowing inserting of information in the encoder for every resolution. The pro-
posed MU-Net includes batch normalization, Leaky ReLU function in encoder and 
ReLU function for decoder, and pooling layers. Here, convolutional layers with size of  
4 × 4 tracked by leaky ReLU function and batch normalization, in the expanding arm. 
For mapping every feature vector to chosen number of classes such as affected region 
and non-affected region. We used the final convolutional layer with the size of 4 × 4 and 
tanh activation function to map the estimated values for classification. The mathemati-
cal formulation of ReLU and Leaky ReLU are expressed as follows,

 Re ( )LU
if
if

j
j

j j
�

�
�

�
�
�

0 0
0

 (26)

 LeakyReLU( )
if
if

j
j j

j
�

�
� �
�
�
�

0
0j

 (27)

where ∝ denotes the small constant range between 0.1 to 0.3. The ground truth 
image and estimated segmentation image is given to the discriminator for detecting 
output is real (one) of fake (zero). The discriminator also used seventeen convolu-
tional layers with the size of 4 × 4, and batch normalization and leaky ReLU activation 
function with the size of 2 × 2. The final output of discriminator is between zero to 
one that determines the probability of segmentation results. Then, the discriminator 
network will evaluate the segmentation result with ground-truth image whether the 
segmentation performs accurately. And if the segmentation doesn’t perform precisely 
then the process repeated again to implement accurate segmentation, by this way the 
segmentation accuracy increase.

iJOE ‒ Vol. 19, No. 04, 2023 37



Paper—Swin Transformer-Based Segmentation and Multi-Scale Feature Pyramid Fusion Module for…

Pseudocode for Segmentation

Input: Pre-processed Image (𝓅I) 
Output: Segmented Image
Begin
 Initialize segmentation features
For each 𝓅I do
   Train G and D based on features 
   Initialize Encoder 
   Perform swin transfer mechanism ()
   Divide 𝓅I into multiple patches with ′ ′ ′h w d, ,
   Output of encoder 
   Learn binary map of segmentation by G
   Compute objective function of GAN 
   Compute loss function of GAN
   Obtain segmentation results by G 
   Compute activation function for encoder 
   Compute activation function for decoder 
   Evaluate the segmentation results by D 
  End For
 Return SI
End

4.2 Multi-scale feature pyramid fusion module based AD detection

The feature extraction is performed from the segmented region, to improve the 
classification accuracy multi-scale feature extraction was performed. For that purpose, 
we proposed MSFP-VGG16 which is shown in Figure 5. Here, the VGG16 is the back-
bone of the architecture, which utilizes for feature extraction and classification. The 
VGG16 is type of CNN architecture that performs efficiently with deep network and 
small convolution filter which has low training cost and high performance. Initially, 
the VGG16 was implemented to extract features such as textural, statistical, structural, 
edge, blobs, color and contour then the feature map was obtained from feature pyra-
mid fusion module which was implemented to fuse the local and global information 
based on multi-scale feature extraction. This will improve the feature representation 
and classification accuracy. Initially, we select first ten layers of VGG16 for feature 
extraction layer in MSFP network. After that, feature maps are attained through the fea-
ture extraction layer and forward to fusion of feature pyramid network which perform 
multi scale feature extraction. The multi scale feature maps are sent to the attention 
module for fusing both global and local information of the features. The generated fea-
tures maps are divided into multiple blocks and perform group convolutions (GC) 3 × 3  
with various dilations. The Figure 5 represents the architecture of feature pyramid 
fusion model, which divide the feature maps into four blocks with the size of 3 × 3 and 
dilation rate of R R( , , , )=1 2 3 4  whereas the group number is increased with 23 in pyra-
mid structure. The output feature map (fm) is defined as follows,
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where GC( , , , )b nb G Ri i i
 represent the pyramid group convolution, k is the count 

of layer, nbi is denotes the count of blocks, Ri is represent the dilation rate, Gi count 
of groups in every convolution layer. In this research, we reduce the computational 
cost by using group convolution operation as a replacement of vanilla convolution.  
The computational cost of GC is defined as follows,

 Cost ( )
( )G t f f

t f f h w

Gm in m out
m in m out, , , ( )

( )� � � � � � �2

 (29)

where t represent the kernel size of convolution, and fm(in) represent the count of input 
in feature map, and fm(out) represent the count of output in feature map, h × w represent 
the height and weight of the feature map. The feature maps are fed into attention layers 
which helps to enhance the robustness of feature extraction. In this research, we used 
both position and channel attention mechanism. 
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Fig. 5. AD detection using MSFP-VGG16

The position attention is used to shows the spatial relationship between every posi-
tion in the image. The channel attention provides the relationship between various 
channels in the feature map by selecting different weight values. The output feature 
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map from feature pyramid fusion model is send to convolutional layer for obtaining 
two feature maps ( , )G G1 2

 which are reshaped to Rnc×n whereas nc represent the number 
of feature map channels, and n = h × w represent the image pixel counts. The final 
feature map output is sent to the softmax layer for getting spatial relationship between 
matrix ƺ( )s Rn n� �  which is expressed as follows,

 ƺij
s  �
�
e G G

e G G

j i

i

n
j j

( . )

( . )
2 1

2 1

 (30)

where ƺij
s represent the relationship between ith and jth position of the feature map. 

We multiplied the G1 × ƺ(s) and reshaped the result to Rh×w×nc for obtaining position 
attention-based map. Next the spatial parameter ( )  is multiplied with G s( ) which is 
defined as follows,

 � � � � �� � � � �G s( ) ( )( ) G G G Gnc n nc n T nc n nc h w
1 1 1  (31)

Finally, we got two feature maps ( , )F F Rnc h w1 2 �
� �  from feature pyramid fusion 

model. The final global connection matrix ա ( )c Rc c� �  is calculated by softmax layer 
that is defined as follows,

 ƺij
c �

�

��
e F F

e F F

j i

i

n
j j

( )

( )
2 1

2 1

 (32)

where ƺij
c represent the weight value of channel, after we perform matrix multi-

plication ա ( )c F× 2. We multiply the scale parameter of the channel I and perform 
element-based addition which is defined as follows,

 � � � � �� � � � �F C F F F Fc n c n T c n c h w( ) (( ( ) ) )I 2 1 2
 (33)

The final feature map of feature attention-based module is defined as follows,

 A2c h w F C G s� � � �� �( ) ( )  (34)

where ′ ′F C G s( ), ( )and  represent the channel connection feature map and spatial 
connection feature map respectively, and ⊕ is the concatenation operation. Finally, 
based on the feature extraction the softmax layer classify into three classes such as 
normal, AD, and MCI.
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Pseudocode for AD detection

Input: Segmented image ( )SI
Output: Disease Detection
Begin
 Initialize features ẝ
     ẝ ← {tf , stf , sf , ef , bf , cf , Crf } 

 Initialize MSFP-VGG16
Foreach SI do
  Extract ẝ from SI using VGG16
  Divide feature map into 4 blocks
  Obtain feature map output using eqn (23)
  Calculate computation cost of GC
  Forward the output feature map into convolution layer
  Get two feature map ( , )G G1 2
  Get spatial relationship of feature map 
  Get channel relationship of feature map
  Get final feature map 
  Obtain classification results (N, AD, MCI)
End For
End

5 Experimental results

This section illustrates the experimental results of proposed ST-Seg model which 
also includes four sub divisions such as dataset description, simulation setup, compar-
ative analysis, and research summary. This section also proved that the proposed work 
achieved superior performance in AD detection compared to existing approaches.

5.1 Dataset description

In this research, we have used Alzheimer’s Disease Neuroimaging Initiative (ADNI) 
dataset for AD detection. This dataset includes T1 weighted brain MRI images. This 
dataset provides the data of AD which also includes 3D volumetric data. That becomes 
lightly difficult to work on 3D images, hence we have considered only 2D images 
which are extracted from the ADNI dataset that includes three classes of data such as 
AD, MCL, and normal subjects. The details of dataset are shown in table. Figure 6 
represents the sample brain images of ADNI dataset. Table 2 depicts the training and 
testing images presented in the ADNI dataset. 

Table 2. Training and test images in ADNI

Classes Test Train Total
AD 26 145 171
Normal 87 493 580
MCI 35 198 233
Total 148 836 984
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5.2 Simulation setup

This section illustrates the simulation setup of the proposed ST-Seg model which 
is implemented by Matlab R2020a simulation tool that helps to enhance the perfor-
mance of the simulation results. The simulation of this research is conducted for pre- 
processing, segmentation, and AD detection by extracting muti scale features from 
the segmented image. Table 3 illustrates the system specification which includes both 
hardware and software specifications.

Table 3. System specifications

Hardware  
Specifications

CPU 3.00GHz

RAM 6GB

Storage of Hard Disk 1 TB

Software  
Specifications

Operating system Windows 10 pro

Simulation tool Matlab R2020a

Processor Intel (R) core™ i5-4590S

(a) (b) (c)

(d) (e) (f )

(g) (h) (i)

Fig. 6. (a)–(c) sampled normal brain images, (d)–(f ) sample  
AD brain images, (g)–(i) sample MCI images

5.3 Comparative analysis 

This section explains the comparative analysis of the proposed and existing models. 
In this research, we compare two existing works such as BEMD [1], and Ex-PFE [38] 
with our proposed ST-Seg model. The performance of the proposed work is compared 
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with existing works in terms of accuracy, sensitivity, specificity, positive predictive 
value, and confusion matrix. 

Impact of accuracy. This metric is used to evaluate the accuracy of AD detection 
and classification. It is calculated by dividing the sum of true positive rate and true 
negative by sum of all samples. The mathematical expression of accuracy is defined 
as follows,

 Ǟ �
�

� � �

t t
t t f f

p n

p n p n

 (35)

where t p is true positive, tn is true negative, f p represent the false positive rate, and fn 
represent the false negative. Figure 7 represents the comparison of accuracy with num-
ber of images. The comparison proved that the proposed ST-Seg model achieves high 
accuracy compared to existing models. The existing BEMD model does not perform 
noise removal or skull stripping, hence it performed AD detection with the presence of 
noise and non-brain regions that leads to poor detection accuracy. In addition, features 
are extracted by local binary pattern algorithm to extract the features from the whole 
brain image which leads to high complexity and misclassification that reduces detection 
accuracy. In Ex-PFE model perform AD detection by considering both brain and non-
brain images which leads to misclassification and poor accuracy. Additionally, it per-
forms AD detection by considering single feature (i.e., textural) which is not enough for 
accurate AD detection which leads to less accuracy compared to our proposed ST-Seg 
model. In our proposed ST-Seg model consider many features (i.e., textural, structural, 
edge, blobs, color, and contour) for detecting AD which leads to high accuracy, addition-
ally, we remove non-brain (i.e., skull stripping) tissues from the MRI image for increas-
ing accuracy. The proposed ST-Seg model achieves (0.98) higher than existing models. 
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Fig. 7. Comparison of accuracy

Impact of specificity. This metric is used to measure the correctness of detecting 
such as AD, normal, and MCI using MRI images. The mathematical representation of 
specificity is defined as follows,

 ß �
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t
t f

n

n p

 (36)
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where ß represent specificity, the definition of specificity is denoted as the true  
positive rate is divided by the sum of true negative and false positive. Figure 8 
illustrates the comparison of specificity with respect to number of images which proved 
that the proposed work achieved superior performance in terms of specificity com-
pared to existing works. The proposed ST-Seg model perform noise removal, skull 
stripping, and bias field correction before initiating segmentation which increases true 
positive rate because of reducing unwanted tissues and noises form the image that 
leads to high specificity. The existing BEMD model perform only contrast enhance-
ment and Ex-PFE model perform only bias field correction which reduces correctness 
of detection due to poor quality of images. The Ex-PFE model consider only texture 
feature for disease detection which increases misclassification and reduces specificity. 
In addition, the BEMD model does not focusing on segmentation for detection which 
is one of the significant processes to accurately classified the disease, hence it achieves 
less specificity. The proposed ST-Seg model achieves high (0.93) specificity compared 
to existing models.
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Fig. 8. Comparison of specificity

Impact of sensitivity. This metric is used to calculate the detection ability of positive 
(i.e., affected by disease) samples, which is also known as recall. In addition, it helps to 
calculate the applicability from the detected samples. The mathematical expression of 
sensitivity is defined as below,

 Շ �
�

t
t f

p

p n

 (37)

where Շ represent the sensitivity, Figure 9 represents the comparison of sensitiv-
ity with respect to number of images which shows that the proposed ST-Seg model 
achieves high sensitivity compared to existing models. The proposed ST-Seg model 
extract multi scale features for improving detection accuracy, but the existing works 
used single scale features which provide limited information about the features that 
leads to less detection accuracy and sensitivity. In addition, we have used attention lay-
ers (i.e., spatial and channel) in VGG-16 for given an importance for every feature 
that increases sensitivity value during detection and classification of Alzheimer disease.  
The proposed ST-Seg model achieves high (0.9) sensitivity compared to existing models.
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Impact of positive predictive value. This metric is used to successfully identify the 
positive results. In other words, the proportion between truly identified as positive to 
all the samples that had positive results (i.e., normal persons). The mathematical repre-
sentation of positive predictive value (₱) is defiend as follows,

 ₱ �
�

t
t f

p

p p

 (38)

Figure 10 represents the comparison of proposed and existing positive predictive 
value with respect to number of images. The comparison result shows that the proposed 
work achieved better performance in positive predictive value compared to existing 
works. In this research, we have taken multiple features for segmenting GM, WM, and 
CSF using ST-MUNet algorithm which performs semantic segmentation that improves 
high positive predictive value, because discriminator evaluate the segmentation result 
to ground truth to improve segmentation accuracy which also increases positive 
predictive values. In addition, the proposed MSFP-VGG-16 takes multiple features 
(i.e., statistical, textural, structural, edge, color, blobs, and contour) in multi scale for 
improving classification accuracy. But the existing works only consider limited features 
for segmentation and classification with single scale for detecting AD which reduces the 
positive predictive value compared to out proposed work. The ST-Seg model achieves 
high positive prediction value (0.7) in AD detection.
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Impact of confusion matrix. It is the matrix to represent the performance of AD 
detection and classification achieved by the proposed ST-Seg model. It helps to pre-
dict the tiny errors in the detection or classification. The confusion matrix represent 
the matrix of square format which includes C i jI ,� � represent the number of images 
which are detected in the dataset whereas i represent the true label and j represent the 
predicted label. Table 4 represents the confusion matrix of the proposed ST-Seg model.

Table 4. Confusion matrix

True Label

AD 0.98 0 3

Normal 0 0.97 0

MCI 3 0 0.95

AD Normal MCI

Predicted Label

To make it clear, Table 5 illustrates the average values of the performance metrics of 
both proposed and existing models.

Table 5. Numerical analysis of performance metrics

Performance Metrics Scenario
Proposed vs. Existing Systems

BEMD Ex-PFE ST-Seg

Accuracy # of images 0.80 0.9 0.98

Specificity # of images 0.73 0.84 0.93

Sensitivity # of images 0.69 0.79 0.9

Positive predictive value Negative predictive value – – 0.7

6 Conclusion 

In this research, we proposed a deep learning approach for detecting AD using MRI 
images. Initially, preprocessing is performed to increases the quality of the images, for 
that noise removal is performed by HKIF algorithm which removes the noise from the 
brain MRI images, and then perform skull stripping to eliminate non-brain tissues and 
extracting brain tissues which increases the detection accuracy which is done by GAC 
algorithm. After completed skull stripping, bias field correction is performed to correct 
the intensity of the non-uniformity which increases the quality of the brain images 
which is done by EM algorithm. The preprocessed images are fed into segmentation for 
segmenting gray matter, white matter, and cerebrospinal fluid by considering cortical 
thickness, color, texture, and boundary information which is done by ST-MUNet. Here, 
the preprocessed images are divided into multiple patches for performing segmenta-
tion which increases the accuracy of segmentation. After completed segmentation, AD 
detection and classification is done by MSFP-VGG16 algorithm which extracts the 
features from multi scales and given an attention to features in terms of spatial and 
channel which increases the accuracy of detection. Finally, the MRI brain images are 
classified into three classes such as normal, AD, and MCI. 
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