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PAPER

COV-CTX: A Deep Learning Approach to Detect COVID-19 
from Lung CT and X-Ray Images

ABSTRACT
With the massive outbreak of coronavirus (COVID-19) disease, the demand for automatic 
and quick detection of COVID-19 has become a crucial challenge for scientists around the 
world. Many researchers are working on finding an automated and effective system for 
detecting COVID-19. They have found that computed tomography (CT-scan) and X-ray images 
of COVID-19 infected patients can provide more accurate and faster results. In this paper, 
an automated system is proposed named as COV-CTX which can detect COVID-19 from 
CT-scan and X-ray images. The system consists of three different CNN models: VGG16, VGG16-
InceptionV3-ResNet50, and Francois CNN. The models are trained with CT-scan and X-ray 
images individually to classify COVID-19 and non-COVID patients. Finally, the results of the 
models are combined to develop a voting ensemble of classifiers to ensure more accurate 
and precise results. The three models are trained and validated with 9412 CT-scan images 
(4756 numbers of COVID positive and 4656 numbers of non-COVID images) and 3257 X-ray 
images (1647 numbers of COVID positive and 1610 numbers of non-COVID images). The pro-
posed system, COV-CTX provides up to 96.37% accuracy, 96.71% precision, 96.02% F1-score, 
97.24% sensitivity, 95.35% specificity, 92.68% Cohens Kappa score for CT-scan image based 
COVID-19 detection and 99.23% accuracy, 99.37% precision, 99.22% F1-score, 99.39% sensitiv-
ity, 99.07% specificity, 98.46% Cohens Kappa score for X-ray image based COVID-19 detection.
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1	 INTRODUCTION

At present, the most significant challenge that human beings are facing is con-
trolling COVID-19. As the virus contains airborne properties, it is more likely to 
spread quickly due to its nature of the virus. It has become a global pandemic that 
has been spread across 217 countries, infecting more than 64.5 million people 
with a death case of 1.49 million [1]. The largest problem of this pandemic is that 
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it is spreading fast. The mainstream test kits are becoming unable to keep pace. 
Infected persons’ sneeze, cough, surface contaminated with sneeze and cough are 
very harmful to any healthy person.

COVID-19 rarely shows any noticeable symptoms. Most of the changes caused in 
the lungs are very similar to pneumonia-based diseases. Hence, detection of COVID-19 
from the lung CT-scan or X-ray images has become very tough. The systems must be 
more accurate to give the proper results. The number of false-negative cases may also 
increase due to a lack of efficient systems. The increase of false-negative instances is 
a very alarming situation. It increases the probability of roaming around and gather-
ing people in social groups carrying the COVID-19 virus without even knowing [2]. It 
is one of the significant causes that fuel the spread of COVID-19. Also, the vaccination 
doesn’t provide long-term immunity [3]. Thus, considering all these circumstances, 
developing a COVID-19 detection system with greater accuracy has become one of 
the most important challenges nowadays to overcome this outbreak.

From the beginning of COVID-19, scientists around the world are research-
ing day and night to fight this unstoppable pandemic. The goal is to help people 
from getting infected and to cure the infected people. For this reason, research-
ers have never stopped looking for new and innovative solutions with the help of 
AI. However, early and fast diagnosis of COVID-19 is crucial in order to address 
the affected people's medical needs and to stop rapid spreading [4]. Both anti-
gen and antibody tests require various toolkits and huge time requirements to 
fight the pace of mass spreading. Besides, the tests are not only expensive but 
also time-consuming. In most cases, it is too late to cure when the existence of a 
COVID-19 virus is identified. The issue needs to be solved at once to take part in 
saving billions of lives. Researchers worldwide are now more focused on finding 
out alternative ways to mitigate this problem.

Many researchers have proposed various artificial intelligence (AI) based systems 
to detect COVID-19. They have focused on image classification techniques to differen-
tiate COVID-19 infected people from others (normal, viral, or bacterial pneumonia) 
by analyzing the image dataset of lung CT-scan and X-ray test reports [5, 6]. These 
AI and image analysis-based schemes can reduce the rate of incorrect COVID-19 
diagnosis results. However, these are developed with a small amount of dataset due 
to the lack of sufficient CT-Scan or chest X-ray data of COVID-19 patients. As most 
COVID-19 patients rely on the antigen test, the collection of the required dataset for 
this research is not sufficient. The main strength of this paper is that the research 
explains two different classifier models based on a voting ensemble. Furthermore, 
the models were trained on large datasets. Finally, the models can generate results 
individually from CT-scan images or X-ray images.

The major objectives of this paper are as follows.

1)	 To develop an efficient model which can diagnose Covid-19 reliably and rapidly.
2)	 To develop a voting ensemble with three pre-trained models for improving the 

classification task.
3)	 To achieve better accuracy, precision, F1-score, sensitivity, and specificity for 

Covid-19 diagnosis based on CT-scan images, and X-ray images.
4)	 To collect and use voluminous benchmark datasets for training and testing pur-

poses so that a reliable model can be generated.
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The rest of the paper is summarized as follows. Section 2 represents a survey 
of related work on COVID-19 detection in recent times. Section 3 elaborates the 
proposed methodology of this paper. Section 4 provides a detailed analysis of the 
experiment. Section 5 concludes the paper.

2	 RELATED WORK

A wide range of medical diagnoses has been used to detect corona-infected 
patients. Among all of them, the CT scan and X-ray images seem to show the most 
significant method for the detection of COVID-19. The research related to this area is 
shown as follows.

Mucahid et al. [7] used CT images to classify COVID-19 with the help of a deep 
learning network. The system detects three cases: COVID-19 cases, influenza, and 
healthy cases. The researchers classified them by a three-dimensional deep learning 
model. However, the model showed 87.6% accuracy.

The method proposed by Umut et al. [8] detected coronavirus disease from CT 
images. The system developed a feature fusion and ranking method. The research 
showed 96.54% Matthews Correlation Coefficient (MCC) metrics, 98.28% F1-score, 
and 98.27% accuracy. The research was evaluated with a very small dataset.

Arpan et al. [9] developed a system to test the coronavirus-infected patient 
from X-ray reports but did not have any feature to operate with CT-image results. 
The system classified the input image into three sections: Normal, (Bacterial/Viral) 
Pneumonia, and COVID-19.

Ali et al. [10] proposed an Artificial Intelligence-based system for faster detection 
of COVID-19 cases using X-ray images. The system developed a hybrid AI model. The 
hybrid models showed a better performance score with 95.2% of accuracy.

Taban et al. [11] introduced a new method to boost up the radiography-based 
diagnosis with the help of machine learning. The system used X-ray images to eval-
uate the CNN architecture. They proposed a CNN architecture called CNN-X for X-ray 
testing to get a better result. The model gained 97.82% accuracy.

Kevser et al. [12] introduced a deep learning-based system that worked on raw 
X-ray images and run five different pre-trained CNN architectures for the detection 
of COVID-19. They are VGG16, VGG19, ResNet, DenseNet, and InceptionV3. Among 
them, the VGG16 model showed higher accuracy of 80% to classify COVID-19 cases.

Xin He et al. [13] proposed a deep learning model to identify COVID-19 cases. 
The CT-scan images of patients were used as a data set to train two types of 
state-of-the-art deep learning models. The model gained 88.63% accuracy at the end 
of the experiment.

Saban et al. [14] introduced a system that classified the coronavirus disease from 
X-ray and CT images. The research classified the images into 6 different classes. It 
showed that the results of X-ray and CT images were the same for the initial and 
coronavirus case. Pneumonia or other cases varied in the result. The classification 
was done by SVM. The research showed 90% accuracy.

Zahangir et al. [15] introduced a new method to detect COVID-19 from X-ray images 
and CT scan images. The infected regions were identified and analyzed through 
the deep learning model with the detection and localization method. However, it 
showed 84.67% and 98.78% accuracy for X-ray and CT images respectively.

https://online-journals.org/index.php/i-joe
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3	 METHODOLOGY

This section is comprised of two sub-sections: dataset preparation, and COVID-19 
classification strategy.

3.1	 Dataset preparation

The three different pre-trained models are trained using available public CT-scan 
image data and X-ray image data individually. Images of COVID-19 infected and 
non-COVID cases are used to conduct the experiments. The dataset is divided into 
80% training and 20% validation. Figure 1 represents a few examples of COVID-19 
infected CT-scan images and non-COVID CT-scan images. A total of 4756 COVID-
19 infected CT-Scan images are collected from IEEE-Dataport [16] developed by 
KaichaoWu. Non-COVID CT-scan data includes 2117 images from the Github repos-
itory developed by Mohammad Rahimzadeh [17], 1996 images from IEEE-Dataport 
[18] published by Tao Yan, and 543 images published by a Kaggle user named 
MOHAMED MERSET [19]. Total 4656 images of Non-COVID CT-scan images are 
collected from these sources. Thus, the system dataset contains a total of 9412 CT 
images. The dataset is partitioned into 80%:20%; a training set with 7531 CT images 
and a validation set with 1881 CT images. Then a total of 3257 chest X-ray images 
are collected from different sources. A total of 1647 COVID-19 infected X-ray images 
are collected for this research. Among these, 650 COVID-19 images are from the 
Github repository developed by Cohen et al [20], and the rest 997 COVID-19 images 
are collected from another Github source [21], SIRM database [22], TCIA [23], radio-
paedia.org [24], and Mendeley [25]. The images of these repositories have been 
collected from different open sources, and hospitals. The non-COVID X-ray dataset 
consists of 1610 images which include 1050 images from the Kaggle repository 
[26] and 560 images from NIH chest X-ray images [27]. Figure 2 represents few 
examples of COVID-19 infected X-ray images and Non-COVID X-ray images. The 
dataset is partitioned as a training set with 2606 X-ray images and a validation set 
with 651 X-ray images. The division of the CT-scan and X-ray dataset are described 
in Table 1.

Table 1. Partition of the dataset into training and testing set

CT-Scan X-Ray

Training Validation Total Training Validation Total

COVID-19 3832 924 4756 1318 329 1647

Non-COVID 3699 957 4656 1288 322 1610

Total 7531 1881 9412 2606 651 3257

For better performance, the models are needed to be trained with images of the 
same size. The dataset has a wide range of images with different shapes. Hence, all 
images are reshaped to 150x150 pixels. Then the image normalization is done for 
further implementation.

https://online-journals.org/index.php/i-joe
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Fig. 1. CT-scan images of (a) COVID and (b) Non-COVID

3.2	 COVID-19 classification strategy

The proposed method classifies COVID-19 infected persons by analyzing lung 
CT-scan images and chest X-ray images. Three pre-trained CNN models have been  
used that extract deep-level features from CT-scan images or X-ray images 
individually.

The models are VGG16 [28], VGG16-InceptionV3-ResNet50 [29], and Francois 
CNN [30]. Then the prediction results from the models have been taken to develop a 
voting ensemble of classifiers that distinguishes between COVID-19 and non-COVID 
cases. All the models are trained and validated individually with a large dataset con-
taining 9412 CT-scan images with 4756 COVID-19 positive cases; and 3257 X-ray 
images with 1647 COVID-19 positive cases.

As the data are of image type, these are pre-processed before moving to the next 
steps. Then pre-processed data is used to train pre-trained models. The models are 
evaluated with different evaluation metrics. The results of the pre-trained models’ 
evaluation metrics are used to compare the performance of the COV-CTX model. 
Finally, the results are combined to develop an ensemble with a voting classifier. 
Figure 3 shows the overall architecture of the COV-CTX model.

https://online-journals.org/index.php/i-joe
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The proposed system uses a transfer learning process. The basic concept of 
transfer learning is to use the information of an existing CNN model to solve a 
new classification-based problem. Using this process, pre-trained CNN models can 
become very efficient to provide better accuracy with limited datasets for a new 
classification model. Hence, a transfer learning method has been adopted which 
avoids the need for a large number of datasets.

Fig. 2. X-ray images of (a) COVID and (b) Non-COVID

Three different pre-trained models have been used for transfer learning, 
which are VGG16, VGG16-InceptionV3-ResNet50 and Francoise CNN. All the 
models are already trained on the ImageNet dataset and can converge quickly 
over works like segmentation, object detection, etc. The models can identify 
different patterns and edges from images which are considered as high-level 
features. VGG16 helps to reduce parameters by using the same size of a 3x3 con-
volution kernel. It is better than the pre-trained model Alexnet. 16 layer based 
VGG16 is used with kernel size 3x3. It is used for its better bottleneck features 
and fine-tuning. The layer depth of VGG-16 is beneficial for classification accu-
racy. VGG16-InceptionV3-ResNet50 is a combination of VGG16, InceptionV3, and 
ResNet50 models where ResNet50 layers use less memory and quick deduction 
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time; and InceptionV3 layers extract input data features at varying scales by 
using different size of convolutional filters and burns less computing power. This 
architecture provides the advantages of the lower number of weights and mul-
tilevel feature extraction. The ResNet50 could contain around 3 billion floating- 
point operations per second. Residual layers are used by ResNet50 to alleviate 
vanishing gradient and to make sure that higher and lower layers could work 
equally by learning identity function. Francoise CNN includes 12 layers. It uses 
50% dropout to reduce overfit that optimizes for a large scale of networks. Though 
Francoise CNN model has less depth of layer than other models, it shows good 
performance. This trait of having few layers reduces the probability of increas-
ing weight and complexity.

CNN models are trained with the customized dataset. Before using the dataset 
for training and testing, the images are resized to 150x150 pixels. The models are 
trained with CT-scan images and X-ray images individually. Finally, these three mod-
els are aggregated using the voting ensemble to ensure better performance results 
than individual model.

Fig. 3. System architecture of COV-CTX model

To develop the proposed ensemble model, the COV-CTX voting classifier method 
is used. It is a method that generates the outputs based on the prediction of different 
models and their majority vote. To achieve better performance, a hard voting clas-
sifier has been used rather than soft voting. The hard voting classifier predicts the 
class with the highest summation of votes from different models. COV-CTX predicts 
class labels based on majority voting from the models: Francois, VGG16, and VGG16-
InceptionV3-ResNet50. For every image in the dataset, different models predict dif-
ferent classes. The voting ensemble predicts class labels for each image based on the 
majority class prediction of models.

https://online-journals.org/index.php/i-joe
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The algorithm used for the classification purpose is described below.

Step 1: Chest X-ray image datasets are collected from different resources, for both 
COVID-19 positive and negative cases. A larger dataset is created by merging 
data from all these resources.

Step 2: Datasets are randomly divided for training and validation purposes.
Step 3: The training and validation datasets are used to train various pre-defined 

models for transfer learning.
Step  4: Among these models, the 3 best models are chosen based on their 

performances.
Step 5: These models were then ensembled by the hard-voting ensemble.
Step 6: The validation dataset is used to validate the new voting ensembled model. 

The hard voting ensemble model classifies the images as COVID-19 positive or 
negative based on the majority voting of these 3 models.

Step 7: The CT-Scan images are taken as input and Steps 1 to 6 are executed for 
these images.

4	 RESULTS

This section is comprised of two sub-sections: experimental setup, and results  
analysis.

4.1	 Experimental setup

Two types of browser notebook systems are used: The Kaggle notebook and 
Google Colab notebook. Python is used as it is concise and not complex. The 
necessary libraries are imported to run the project like TensorFlow and Keras 
version 2.4.0. Nine hours’ sessions, 13 GB RAM, and 19.6 GB DISK are provided 
in Kaggle. On the other hand, 12.72 GB RAM and 107.77 GB DISK are provided 
in Google Colab. Google drive is used to import the dataset of CT-scan and 
X-ray images.

4.2	 Analysis of the results

Figure 4 presents CT-scan-based training and validation accuracy according to  
epochs. For VGG16, the training accuracy is 98.97% and validation accuracy is 
98.25%; for VGG16-InceptionV3-ResNet50, training accuracy is 99.96%, and valida-
tion accuracy is 98.25%; and for Francois CNN, the training accuracy is 99.72%, and 
validation accuracy is 97.82%. VGG16 shows training loss equals 0.0135, and vali-
dation loss equals 0.1449; VGG16-InceptionV3-ResNet50 shows training loss equals 
0.0162, and validation loss equals 0.2252; and Francois CNN shows training loss 
equals 0.0066, and validation loss equals 0.1500.
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Figure 5 presents X-ray-based training and validation accuracy according 
to epochs. For VGG16, the training accuracy is 98.82% and validation accuracy 
is 97.50%; for VGG16-InceptionV3-ResNet50 training, accuracy is 99.99%, and val-
idation accuracy is 96.25%; and for Francois CNN, the training accuracy is 99.88%, 
and validation accuracy is 97.50%. VGG16 shows training loss equals 0.0507 and 
validation loss equals 0.0768; VGG16-InceptionV3-ResNet50 shows training loss 
equals 0.0022, and validation loss equals 0.1754, and Francois CNN shows training 
loss equals 0.0058, and validation loss equals 0.0989.

The performance of the proposed system is measured by accuracy, precision, 
recall/specificity, sensitivity, F1-score, Cohen kappa, ROC-AUC. All metrics are calcu-
lated from the confusion matrix.

Table 2 shows the performance evaluation of the system over CT-scan images. 
VGG16 achieves 95.17% accuracy, 94.99% precision, 94.48% sensitivity, 95.57% 
specificity and 94.74% F1-score. VGG16-InceptionV3-ResNet50 shows 95.06% accu-
racy, 93.36% precision, 95.91% sensitivity, 95.40% specificity and 95.13% F1-score. 
Francois CNN model demonstrates 95.75% accuracy, 94.33% precision, 94.35% sen-
sitivity, 97.19% specificity and 95.74% F1 score. Finally, the voting classifier over 
these three models shows better performance than each model. The proposed 
COV-CTX shows 96.37% accuracy, 96.71% precision, 95.35% specificity, 97.24% sen-
sitivity, 96.02% F1-score, 92.68% Cohens kappa.

Table 3 shows the performance evaluation of the system over X-ray images. 
VGG16 achieves 97.54% accuracy, 96.65% precision, 98.67% sensitivity, 98.44%  
specificity and 97.54% F1-score. VGG16-InceptionV3-ResNet50 has 97.47% accu-
racy, 98.16% precision and 98.25% sensitivity, 96.68% specificity and 97.41% F1 
score. Francois CNN model demonstrates 97.54% accuracy, 96.08% precision, 
96.04% sensitivity, 99.06% specificity and 97.55% F1-score. Finally, the voting 
classifier over these three models shows better performance than the models. The 
proposed system shows validation accuracy of 99.23%, 99.37% precision, 99.07% 
specificity, 99.39% sensitivity, 99.22% F1-score, 98.46% Cohens kappa score.

In the validation dataset, there are 1881 CT-scan images including 924 COVID 
positive and 957 non-COVID images. The proposed model predicts 894 COVID and 
919 non-COVID correctly.

In Figure 6 the confusion matrix of all models and voting classifiers for CT images. 
VGG16 predicts 34 COVID images incorrectly and 57 non-COVID images incorrectly. 
VGG16-InceptionV3-ResNet50 predicts 51 COVID images incorrectly and 46 non- 
COVID images incorrectly. Francois CNN predicts 54 COVID images incorrectly and 
26 non-COVID images incorrectly. Finally, the proposed system predicts 30 COVID 
images incorrectly and 38 non-COVID images incorrectly.

In the validation dataset, there are 651 X-ray images including 329 COVID and 
non-COVID images. Figure 7 presents the confusion matrix of all models and the 
voting classifier for X-ray classifier for X-ray images incorrectly and 11 non-COVID 
images incorrectly. VGG16-InceptionV3-ResNet50 predicts 6 COVID images incor-
rectly and 11 non-COVID images system predicts 3 COVID images incorrectly and 2 
non-COVID images incorrectly. The system predicts 327 COVID and 319 non-COVID 
correctly.
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Fig. 4. Performance analysis based on CT-scan image for (a) Training and Validation Accuracy of VGG16  
(b) Training and Validation Loss of VGG16 (c) Training and Validation Accuracy of VGG16-InceptionV3-
ResNet50 (d) Training and Validation Loss of VGG16-InceptionV3-ResNet50 (e) Training and Validation 

Accuracy of Francois CNN (f) Training and Validation Loss of Francois CNN
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Fig. 5. Performance analysis based on X-ray image for (a) Training and Validation Accuracy of VGG16 (b) 
Training and Validation Loss of VGG16 (c) Training and Validation Accuracy of VGG16-InceptionV3-ResNet50 

(d) Training and Validation Loss of VGG16- InceptionV3-ResNet50 (e) Training and Validation Accuracy of 
Francois CNN (f) Training and Validation Loss of Francois CNN
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Table 2. Performance evaluation of CNN architectures on CT-scan images

Model Name Accuracy Precision Recall / 
Sensitivity Specificity F1 Score Cohens Kappa

VGG16 95.17 94.99 94.48 95.57 94.74 90.28

VGG16-InceptionV3- 
ResNet50

95.06 93.36 95.91 95.4 95.13 90.89

Francois CNN 95.75 94.33 94.35 97.19 95.74 91.95

COV-CTX 
(Proposed System)

96.37 96.71 97.24 95.35 96.02 92.68

Table 3. Performance evaluation of CNN architectures on the X-ray images

Model Name Accuracy Precision Recall / 
Sensitivity Specificity F1 Score Cohens Kappa

VGG16 97.54 96.65 98.67 98.44 97.54 95.08

VGG16- 
InceptionV3-ResNet50

97.47 98.16 98.25 96.68 97.41 94.95

Francois CNN 97.54 96.08 96.04 99.06 97.55 95.09

COV-CTX 
(Proposed System)

99.23 99.37 99.39 99.07 99.22 98.46

For the CT-scan-based system, ROC curves [31] are plotted in Figure 8. AUC for 
VGG16 is 0.9512, for InceptionV3-ResNet50 is 0.9553, for Francois CNN is 0.9577, 
for COV-CTX is 0.9629. More area under the ROC curve indicates that the model is 
efficient for medical diagnosis.

For the X-ray-based system, ROC curves are plotted in Figure 9. For VGG16 AUC 
is 0.9755, for InceptionV3-ResNet50 AUC is 0.9878, for Francois CNN AUC is 0.9756, 
for COV-CTX AUC is 0.9923. Thus, the model works efficiently for the detection of 
COVID positive events using chest X-ray images.

Table 4 shows the comparison between the proposed method and existing 
works. For Mucahid et al. [7], Kevser et al. [12], Xin He et al. [13], and Zahangir 
et al. [15], accuracy lies between 80% and 90%. Among them, minimum accuracy 
was 80% for Kevser et al. [12] and maximum accuracy was 88.63% for Kevser 
et al. [12]. Mucahid et al. [7] and Kevser et al. [12] used a comparatively very small 
dataset than Xin He et al. [13] and Zahangir et al. [15]. Mucahid et al. [7] used only 
150 CT images and Kevser et al [12] used only 140 images in their methodolo-
gies. The rest of the existing methods achieve accuracy between 90% and 99%. 
Minimum accuracy was 90% for Saban et al. [14] and maximum accuracy was 
98.27% for Umut et al. [8]. Umut et al. [8], Ali et al. [10] and Saban et al. [14] used 
a comparatively very small dataset. Umut et al. [8] used only 150 CT images. Ali 
et al. [10] used only 71 X-ray images and Saban et al. [14] used only 260 CT scan 
and X-ray images. Finally, the proposed COV-CTX which consists of 9412 CT-scan 
images and 3257 X-ray images, demonstrates 96.37% accuracy for CT-scan images 
and 99.23% accuracy for X-ray images.
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Table 4. The comparison between the proposed method and existing works

Author Dataset Details Method and Model Input Performance

Mucahid et al. [8] 150 CT abdominal images in which 
53 images are COVID-19 positive

Extraction models: Grey Level 
Co-occurrence Matrix, Local Directional 
Pattern, Grey Level Run Length Matrix, 
Grey-Level Size Zone Matrix, Discrete 
Wavelet Transform and classified by the 
SVM (Support Vector Machines)

CT-scan image 87.6% accuracy

Umut et al. [9] 150 CT images with 53 
infected CT images

A pre-trained CNN, SVM CT-scan image 98.27% accuracy

Arpan et al. [10] 1583 normal, 2780 bacterial 
pneumonia, 1493 viral pneumonia, 
and 155 COVID-19 infected chest 
X-ray images

Deep neural network-based AI detector 
named COVIDAID

X-ray image 90.5% accuracy

Ali et al. [11] 71 chest X-ray images with 48 cases 
for COVID-19 positive and 23 for 
COVID-19 negative

A hybrid model consisting of support 
vector machine (SVM), random forest (RF), 
and many more

X-ray image 95.2% accuracy

Taban et al. [12] 1575 normal cases, 2771 confirmed 
bacterial infection cases, and 
1494 viral (Non-COVID-19) 
confirmed cases

CNN-X architecture consisting of 12 off-
the-shelf CNN models

X-ray image 97.82% accuracy

Kevser et al. [13] 70 positive 70 negative COVID-19 
posteroanterior X-ray scan images

Pre-trained CNN architectures: VGG16, 
VGG19, ResNet, DenseNet, and InceptionV3

X-ray image 80% accuracy

Xin He et al. [14] CT scan images from 4,154 patients, 
distributed in three classes (novel 
coronavirus pneumonia (NCP), 
common pneumonia (CP), and 
normal controls (Normal))

Two types of state-of-the-art (SOTA) Deep 
Learning models: 3D CNN including 
DenseNet3D121, R2Plus1D, MC3 18, 
ResNeXt3D101, PreAct ResNet, and 
ResNet3D series and 2D CNNs, including 
DenseNet121, DenseNet201, ResNet50, 
ResNet101 and ResNeXt101

CT-scan image 88.63% accuracy

Saban et al. [15] 260 images, including 40 ARds,  
101 Covid, 24 No findings,  
24 pneumocystispneumonia images, 
43 Sars, 28 streptococcus images

Feature extraction: Grey Level 
Co-occurrence Matrix (GLCM), Local 
Binary Grey Level Co-occurrence Matrix 
(LBGLCM), Grey Level Run Length Matrix 
(GLRLM), and Segmentation-based 
Fractal Texture Analysis (SFTA) and 
classification: SVM

CT-scan image 
and X-ray image

90% accuracy

Zahangir et al. [16] 5,216 X-ray images, where 
1,341 normal and 3,875 
pneumonia infected

Multi-Task Deep Learning, NABLA-N 
based segmentation model, IRRCNN based 
detection model

CT-scan image 
and X-ray image

84.67% accuracy

COV-CTX 
(Proposed Method)

9412 CT-scan images and 3257 
X-ray images

Voting Ensemble of VGG16, VGG16-
InceptionV3-ResNet50, and Francois CNN

CT-scan image 
and X-ray image

96.37% (CT-scan), 
99.23% (X-ray)
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(a) (b)

(c) (d)

Fig. 6. Confusion Matrix of the CNN models and proposed system over CT-scan images for (a) VGG16 (b) 
VGG16-InceptionV3-ResNet50 (c) Francois CNN (d) COV-CTX (Proposed System)

(a) (b)

(c) (d)

Fig. 7. Confusion Matrix of the CNN models and proposed system over X-ray images for (a) VGG16 (b) 
VGG16-InceptionV3-ResNet50 (c) Francois CNN (d) COV-CTX (Proposed System)

https://online-journals.org/index.php/i-joe


iJOE | Vol. 19 No. 9 (2023)	 International Journal of Online and Biomedical Engineering (iJOE)	 61

COV-CTX: A Deep Learning Approach to Detect COVID-19 from Lung CT and X-Ray Images

5	 CONCLUSIONS

The proposed system, COV-CTX can perform automated detection of COVID-19 from 
CT-scan and X-ray images. The images are analyzed by CNN architectures to extract 
unique features for the detection of COVID-19. A large dataset has been applied to get the 
system more reliable. To avoid specific country effects and get generalizations, the data-
sets of different formats and resolutions have been used from multiple sources. For the 
CT-scan-based model, 4756 COVID-19 infected and 4656 Non-COVID images are applied. 
Again, for X-ray based model 1647 COVID-19 infected and 1610 Non-COVID images are 
applied. The dataset is partitioned into 80%:20%, for training and validation. The per-
formance of COV-CTX has been improved by using a hard voting classifier that pulls 
up the result to 96.37% accuracy for the CT-scan-based model and 99.23% accuracy for 
X-ray based model. The research proposes two models that separately detect COVID-19 
positive and negative cases by studying both Chest X-ray and lung CT-Scan images. The 
models are not dependent on each other. Thus, both types of images are not mandatory 
for COVID-19 positivity or negativity detection. The CT-scan and X-ray images used in 
the training and validation are not from the same subject. In the future, the proposed 
system can be enhanced in such a way that it can classify not only COVID-19, and nor-
mal classes but also other lung infections like viral or bacterial pneumonia.

Fig. 8. ROC curve for the CT-scan based system

Fig. 9. ROC curve for the X-ray based system
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