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Abstract—Overfitting is one issue that deep learning faces in particular. 
It leads to highly accurate classification results, but they are fraudulent. As a result, 
if the overfitting problem is not fully resolved, systems that rely on prediction 
or recognition and are sensitive to accuracy will produce untrustworthy results. 
All prior suggestions helped to lessen this issue but fell short of eliminating it 
entirely while maintaining crucial data. This paper proposes a novel approach 
to guarantee the preservation of critical data while eliminating overfitting 
completely. Numeric and image datasets are employed in two types of networks: 
convolutional and deep neural networks. Following the usage of three regular-
ization techniques (L1, L2, and dropout), apply two optimization algorithms 
(Bayesian and random search), allowing them to select the hyperparameters 
automatically, with regularization techniques being one of the hyperparameters 
that are automatically selected. The obtained results, in addition to completely 
eliminating the overfitting issue, showed that the accuracy of the image data was 
97.82% and 90.72% when using Bayesian and random search techniques, respec-
tively, and was 95.3% and 96.5% when using the same algorithms with a numeric 
dataset.

Keywords—deep learning, hyper-parameters optimization, regularization, 
overfitting

1	 Introduction

The outstanding performance of deep neural network (DNN) models in a variety of 
tasks has generated a lot of interest. However, Overfitting is a universal issue that DNN 
is dealing with. This effect is noticed when a learning algorithm memorizes the noise 
and characteristics of the training data set because it matches the training dataset so 
well. When evaluated with an unknown data set, learning algorithms assessment of the 
performance according to their findings [1]. There are many well-known ways to get rid 
of overfitting. Regularization is one of these methods, which makes parameters heavier 
by adding penalties and lessens the impact of overfitting, such as L1 and L2 overfitting. 
However, it did not entirely stop it [2]. Another method of preventing overfitting is a 
dropout, which involves randomly removing specific neurons from a DNN during model 
training [3], [4]. On the other hand, some issues could be solved differently depending on 
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the ML hyperparameters. Random Search (RS) is the hyperparameter selection method 
for machine learning algorithms that is most frequently used [5], [6]; additionally, For 
minimizing or maximizing objective functions in optimization scenarios, Bayesian opti-
mization algorithms are excellent optimization strategies [7]. In this work, in the first 
step, three regularization techniques performed to the model with the overfitting issue in 
the second step, using two optimization algorithms Bayesian and random search algo-
rithms are propose, and having them treat regularization methods as a type of hyperpa-
rameter. Then propose choosing the best types of hyperparameter that guarantee prevent 
overfitting completely while giving high and real accuracy at the same time.

The remaining sections of this project are structured as follows: The second section is 
literature on earlier approaches that have an overfitting problem. The method and tools 
used in the proposed structure are described in the third section. The measurements 
used to evaluate the suggested system are explained in the fourth section. The proposed 
system structure is presented in section five—the discussion and results of the effort are 
presented in section six. The conclusion is provided in section seven.

2	 Literature review

Overfitting can be prevented by data augmentation, which enlarges the data to 
include more photos in the dataset. A number of techniques can be used to augment 
images, such as translating, flipping, scaling, rotating, adding noise, altering brightness, 
etc. [8]. for instance [9] implemented an augmentation method to the training data, 
enhancing the suggested architecture’s reliability and resistance to data memory. They 
attained a 97.772% testing accuracy. However, in the case of overfitting, they reduce it 
but cannot overcome it completely. While [4] L1, L2, and dropout regularization tech-
niques are employed. They provide a thorough rundown of optimization and regulariza-
tion methods. Their findings demonstrate that the L1 and L2 are not effective dropouts 
for preventing overfitting, but they did improve model accuracy. The Early stopping 
approach is one technique utilized in order to avoid over-fitting. It is employed while 
working with large datasets. However, the model does not use all of the training data 
that are available, so it will be useless, particularly in cases when there is little training 
data available [10], [11] used the early stopping as a way to prevent overfitting in their 
work. Although the best result they obtained but they have difficulty deciding the best 
time to stop training by only looking at learning curve and possibility to overfitting 
training data in the case where the training session is not stopped at the correct point. To 
address the overfitting issue, the genetic algorithm and particle swarm optimization are 
two evolutionary algorithms that [12] invented in order to accomplish the autonomous 
selection of optimal hyperparameter values. In the task of function minimization, both 
the PSO and the GA show their aptitude for determining the ideal parameter value. Nev-
ertheless, they successfully address the overfitting issue. In addition [13] and [14] both 
addressed overfitting problem by using regularization methods  l2, dropout although 
they performance the accuracy but not grantee prevent overfitting also they fall in the 
local minima problem. lastly [15], proposed A method based on Bayesian optimization 
was used to automatically optimize hyperparameters to ensure the optimum DNN 
design, but it encountered an overfitting issue. They used dropout technique to solve it. 
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They completed their investigation, obtained good results free of the overfitting prob-
lem but they had to randomly eliminating neurons during training.

3	 Methods

The methodologies and tools that served as the foundation for the proposed system 
are examined in this section.

3.1	 Dataset description

•	 MNIST Dataset

It is an image collection of pictures of handwritten numbers from 0 to 9. It has ten 
classes and a 28 by 28 matrix. Accordingly, there are 784 characteristics, and labels 
come in a single hot form with the shapes 1 through 10.

•	 Smart grid stability

It is numeric data classify the electrical grid stability. The dataset consists of 60000 
rows × 14 columns, and the labels come in binary form, stable or unstable.

3.2	 Neural network

To get the best set of weights and biases in the quickest amount of time, an ANN 
must map input into output during its training process, which could be specified as a 
continuous optimization process [16]. The non-linear qualities that their ANN activa-
tion functions provide could let the net learn any complex relationship between input 
and output data, or what is known as a universal approximation [17].

Deep neural network (DNN). The typical DNN structure consists of multiple hid-
den layers, one input layer, and one output layer. The circles are used to represent 
neurons, and each link between neurons is a cause-and-effect chain that can be edu-
cated and learned. Because the layers are completely coupled, every neuron in one 
layer is connected to every neuron in the next layer. A linear function in Equation (1) 
and the following activation function makes up the entire DNN model.

	 a w x bi i i� � � 	 (1)

Where xi represents each neuron’s input value, wi represents the linear relationship’s 
coefficient, and bi represent the bias. Considering that there are L hidden layers in 
DNN, the calculation regarding the output value could be expressed in the following 
Equation (2)

	 f x W x bL( ) � � 	 (2)

which L represents the number of layers, x represents the input variable matrix for 
several of the non-linear models, (b) and (W) are high-dimensional matrices, and f (x) is 
an activation function introduced to increase the NN’s non-linearity [18].
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Conventional neural network (CNN). One of the most popular types of deep neu-
ral networks is convolutional neural networks (CNN) [19]. Convolution describes a 
mathematically straightforward linear operation between matrices. The various layers 
of CNN include convolutional, non-linear, pooling, and fully connected layers, to name 
just a few. Convolutional and fully connected layers have parameters, whereas pooling 
and non-linearity layers do not. CNN does quite well in machine learning problems. 
In particular, the results from image-related applications, including the largest image 
classification data set (Image Net), computer vision, and natural language processing 
(NLP), were astonishing [20], [21]. Adding additional parameters makes overfitting 
more likely, particularly on small training datasets. This has made it difficult to apply 
such complicated models to various practical problems [22].

3.3	 Regularization

In general, a model’s output can be impacted by a number of characteristics. With 
more elements, the model becomes more complicated. An overfitting model has the 
propensity to consider every feature, even while some only have a minor impact on the 
outcome. Alternatively, what is worse, some of them are just noises that do not affect 
the output. Limiting the effects of those unneeded features is necessary to prevent these 
situations. However, since the useless features are unknown, all of them are restricted 
by minimizing the model’s cost function. By incorporating a “penalty term” into the 
cost function as indicated in Equations (3–4)

	 J X y J X y( ; , ) ( ; , ) ( )� � � �� � � 	 (3)

	 J X y
m
X yw( ; , ) ( )� � �� � �

1
2 2

2
� 	 (4)

Where J (ω; X, y) represents the original cost function, α is the regularization coef-
ficient, m is the training set size, ω means the weight, the training set by y is the actual 
value, and αΩ (ω) is the penalty term. As shown in the formula (4), the bigger m is, the 

smaller � �
( )k

m
 Will be. In other words, the danger of overfitting and the regularization 

effect decreases as the size of the training set increases [23]. The most significant types 
of regularization methods are:

•	 L1 regularization penalty term with the coefficients “absolute value of magnitude” 
applied to the loss function [24]. Since L1 regularization offers sparse solutions, it is 
the preferred number when there are many features.

	 � ( )� ��
�
�
i

m

iw
1

	 (5)

Where λ is the parameter of regularization. L1 sets some feature weights to zero. In 
other words, it eliminates some characteristics from the model and retains only the most 
valuable ones. On this basis, a model that is simpler and easier to understand can be 
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obtained. However, certain beneficial traits that have less of an impact on the outcome 
are also lost.

•	 L2 regularization is one of the regularization methods that are most prevalent. 
Summarizing the squared magnitudes of all the parameters, including the weights 
and biases, would enable the cost function to be used, as in Equation (6). This total 
cost function is further decreased using an optimizer [25].

	 � ( )� �
�

�
�2 1

2

i

m

iw 	 (6)

That is add a term ½ λw2 for every weight, where λ represents the regularization 
parameter. A factor of ½ multiplied to simplify the gradient term. The networks prefer 
to learn features with small weights when L2 regularization is used. Give those fewer 
valuable traits lower weights as opposed to eliminating them. As a result, the model 
gathers as much data as it can. Only features that significantly improve the original cost 
function can be given large weights [26].

•	 Dropout signifies that there is a chance that a neural network neuron will be turn off 
during training. At each stage of the training phase, the likelihood of each neuron 
passing is assessed using Bernoulli’s distribution, which introduces some unpre-
dictability into the process. Dropped neural networks are more generalizable than 
regular neural networks, according to the original research [2].

3.4	 Hyper-parameters optimization methods

Selecting the ideal set of hyper-parameters for a learning algorithm is a process 
that is frequently referred to as tuning. A hyper-parameter is a parameter whose value 
used to regulate the manner in which learning takes place [27]. To generalize various 
data patterns, the same ML model may need various weights, constraints, or learning 
rates. Hyper-parameters are those parameters, and they need to be adjusted for the 
model to work best at solving the ML problem. Through the use of hyper-parameter 
optimization, a model is produced that reduces a predetermined loss function on a set 
of independent data [28].

Random search. These methods function by first establishing a hyper-parameter 
search space, after that finding the hyper-parameters combination within it, and then 
choosing the hyper-parameters combination that performs the best. Rather than exhaus-
tively listing every possible combination, it selects a few options at random. In the 
case when just a few hyper-parameters have a number on the ML algorithm’s final 
performance, it can outperform the competition [29]. In this case, the optimization 
problem is thought to have a low intrinsic dimensionality. Random search, despite 
being straightforward, continues to be a crucial benchmark for evaluating the effective-
ness of new hyper-parameters optimization techniques [30].

Bayesian optimization. Bayesian optimization (BO) is one of the probabilistic 
optimization techniques that aim to minimize a global objective’s black-box function 
[15]. Accordingly, BO identified the optimal hyper-parameters combination in fewer 
iterations than RS did. By estimating the next value of the hyper-parameter based on 
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previous findings regarding the values of the tested hyper-parameters, the models could 
avoid making many unnecessary assessments [31].

4	 Evaluation measurement

In the case when evaluating a model’s output, some parameters are utilized to examine 
the activities of the model. The consistency of the files, the amount of training data, and—
most significantly—the kind of supervised ML algorithm employed all have an impact 
on the results. The next parameters are used to evaluate the models’ effectiveness [32]:

•	 Accuracy: the percentage of instances properly identified among all those provided 
is calculated in the following way [33]:

	 Accuracy = a b
a b c d

+
+ + +

	 (7)

•	 Precision (Pre): the percentage of true instances regarding class x for all those who 
are designated as such; the result is as follows [34]:

	 Precision = a
a c+

	 (8)

•	 Recall (Rc): the following formula is used to calculate the proportion of examples in 
class x out of all instances:

	 Recall = a
a d+

	 (9)

•	 F-measure: the harmonic mean of precision and recall is calculated in the following 
way [35]:

	 F1 Pre
Pre

�
�

2* *Rc
Rc

	 (10)

Where (a) stands for true positives or the number of samples that tested posi-
tive when it was not anticipated that they would. The percentage of pieces that were 
expected to be negative but ended up being negative is referred to as “true negatives” 
and is displayed in (b). Additionally, (c) the number of samples that were predicted to 
be positive but turned out to be negative. The number of samples that expected to be 
negative but turned out to be positive shown in (d).

5	 The proposed system design

Based on what was discussed previously, we advise selecting the optimum 
hyper-parameters with the use of Bayesian and random search techniques to prevent 
overfitting from occurring, as shown in (Figure 1).
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Start

Dataset

End

Regularization Hyperparameters
Overfitting

Compering results

DNN

Fig. 1. The general overview of the proposed system’s architecture

A proposed system’s overall architecture is depicted in Figure 1 in this part. It went 
through three stages to make sure that work was precise, beginning with selecting a 
dataset, followed by developing a model that is more complex than the chosen data 
set to ensure an overfitting appearance. Three methods of regularization (L1, L2, and 
dropout) were applied in order to discover the strength of the proposed theory and 
whether these methods are able to completely get rid of excess on their own or not. 
Then, optimization algorithms were applied and made to control the hyper-parameters 
automatically, where two algorithms, Random search and Bayesian used, and then the 
results were compared.

5.1	 The model structure

The appearance of the overfitting when applying deep learning to datasets is shown 
in (Figure 2).

CNN-MINST DNN-Smart grid stability

Fig. 2. Appearance of the overfitting in CNN and DNN with a different types of data

As seen in Figure 2, the overfitting is evident by the rise in the ratio of the Val-loss 
to the loss after it intersected with it at a point. In addition, as the difference increases, 
the overfitting increases.
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5.2	 Regularization

To avoid the over-fitting problem, use regularization approaches with (L2, L1, and 
dropout) types, as depicted in Figures 3 and 4 for the MINST and Smart grid stability 
datasets, respectively.

L1

L2

Dropout

Fig. 3. Regularization techniques’ effect on the MINST dataset
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L1

L2

Dropout

Fig. 4. Regularization techniques’ effect on the smart grid stability dataset

5.3	 Hyper-parameters optimization

At this point, the overfitting problem was guaranteed to be resolved, and the high accu-
racy regarding the classification within the model was maintained by combining the two 
techniques Bayesian or Random search with regularization methods. The regularization 
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methods are handled as hyperparameters that are chosen automatically, without human 
intervention, in each layer, in addition to the other hyperparameters.

6	 Results and discussion

The result and the discussion shown in Table 1 on the presence of the overfitting and 
the range of regularization approaches are taken into consideration for treating it using 
what was previously explained in Figures 3 and 4.

Table 1. Statement of the position of the existence of overfitting and discussion

Dataset Regularization 
Methods

Overfitting 
Appearance Discuss the Result

MINST

L1 No The model had a high (loss) value, which caused 
underfitting and signaled that it had not been effectively 
taught, even though overfitting did not occur.

L2 No Although there is no overfitting, the spikes lead to not 
good results.

dropout No There are good results, no problems, and no overfitting.

Smart Grid 
Stability

L1 No The emergence of an issue with underfitting suggested 
that the model had not adequately learned.

L2 Yes After the overfitting was eliminated, it reappeared again 
during learning.

dropout No It improved continuously, eliminating overfitting.

As seen in Table 1, the dropout was successful in eliminating overfitting; however, 
there was a problem with randomness when nodes that would be significant in the clas-
sification process were dropped.

The algorithms random search and Bayesian algorithm utilized, the Tables 2 and 3 
show the results of the best hyperparameters that were chosen after grantee preventing 
overfitting.

Table 2. Hyper-parameters that be chosen automatically

Bayesian Algorithm

MINST Dataset Smart Grid Stability Dataset

Dropout Activation 
Function

Learning 
Rate

Number 
of Layers Dropout Activation 

Function
Learning 

Rate
Number 
of Layers

yes Leaky relu 0.0009 7 yes Elu 0.0001 5

Random Search Algorithm

MINST Dataset Smart Grid Stability Dataset

Dropout Activation 
Function

Learning 
Rate

Number 
of Layers Dropout Activation 

Function
Learning 

Rate
Number 
of Layers

no relu 0.0002 7 no Elu 0.001 5
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The results of using the optimization approaches, as given in Tables 2 and 3, 
undoubtedly overfitting is eliminated, and that happened by automatically selecting the 
best hyperparameters after several iterations. Based on the hyperparameters optimiza-
tion method, some notes are discusses as follows:

1)	The dropout hyperparameter has direct control over the number of nodes. As a 
result, it is clear that the nodes are fewer in the Bayesian model than there are in the 
Random search since the Bayesian model chose to employ the dropout among the 
selected hyperparameters.

2)	It can see that there is a combination of L2 and L1 as a single hyperparameter done 
in some layers, where the L2 is typically more accurate than L1 and it also sim-
pler to modify. L1 can, however, work with sparse feature areas and aids in feature 
selection.

3)	The learning rate for the MINST dataset is lower when the optimization techniques 
are used than it is for the smart dataset. This is because the learning rate is lower 
when the algorithm has access to more data points, allowing for early large weight 
changes and later smaller changes or fine-tuning. In light of the fact that the photos 
required a little more work to achieve higher classification accuracy, the value of the 
learning rate hyperparameter is lower.

6.1	 Comparison of proposal methods results

In this section, all the approaches used (L2, L1, dropout, random, and Bayesian) 
have been put to compare for both data (MINST) and (Smart grid stability) as in 
Figures 5 and 6.
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Fig. 5. Accuracy measurements for MINST dataset

iJOE ‒ Vol. 19, No. 05, 2023 157



Paper—Automatically Avoiding Overfitting in Deep Neural Networks by Using Hyper-Parameters…

0

D
ee

p L1 L2

D
ro

up
ou

t

R
an

do
m

B
ay

es
ia

n

0.2

0.4

0.6

0.8

1

1.2

Accuracy

Precision

Recall

F1

Fig. 6. Accuracy measurements for smart grid stability dataset

Through the previous two Figures 5 and 6. The accuracy value with the overfitting 
problem was equivalent to (91.16%) when the MINST image dataset was used. When 
it was treated using regularization techniques, the accuracy value with dropout reached 
its highest value which was (90.29%). Although it prevents overfitting, accuracy 
became less. However, when employing the suggested technique, accuracy while using 
Bayesian was (97.82%), and when using Random, it was (90.72%), in addition to fully 
eliminating overfitting.

While the accuracy without preventing the overfitting problem was (96%) when 
using the Smart Grid Stability dataset, the maximum accuracy obtained from L2 when 
utilizing regularization methods as it was equal to (95%). However, the overfitting 
issue was not entirely resolved, and the accuracy became less. While accuracy for the 
Bayesian and the random search increased to (96.5%) and (95.3%), respectively, when 
optimization approaches were used in addition to eliminating overfitting

6.2	 Comparison by other works

To make the comparison more accessible, we have summarized what was mentioned 
in section 2 in Table 4.

Table 4. The summary of previous works

Ref. 
Year

NN 
Type

Optimization 
Algorithm

Overcome the 
Overfitting Problem Results Drawbacks

[9]
2018

CNN data 
augmentation

Using redundant 
data with different 
rotations or colors or 
scaling

Decrees the 
overfitting and 
optimizes the 
accuracy.

The overfitting did not 
overcome completely

 [4]
2020

CNN No 
optimization 
method

Using Dropout, L1, 
and L2

cannot overcome 
overfitting 
completely

Even if it is slight, 
overfitting renders the 
accuracy unreliable.

(Continued)
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Ref. 
Year

NN 
Type

Optimization 
Algorithm

Overcome the 
Overfitting Problem Results Drawbacks

[11]
2021

CNN
RNN

Early 
stopping

Used stopping the 
training before 
completing all 
iterations

Prevent 
overfitting

risk of choosing the right 
time to stop

[12]
2021

ANN PSO
GA

Used Fewer nodes 
and manually 
calculated momentum 
rates in PSO and 
mutation rates in GA.
Initial weight 
determined by the user

In the function 
minimization 
task, the PSO and 
the GA exhibit 
their capacity to 
identify the ideal 
parameter value.

Local minimum
Arbitrarily large mutation
 slow speed

[13]
2021

ANN Bayesian Using L2 cannot overcome 
overfitting 
completely

falling in bad local minima

[14]
2021

DNN No 
optimization 
method

Using L2, dropout Overfitting 
cannot be entirely 
eliminated

To lessen overfitting, the 
cost function was modified 
using the L2 regularization 
technique. The dropout 
approach alters the network 
itself to reduce overfitting.

[15]
2022

DNN Bayesian dropout Prevent 
overfitting 
completely

Their work required 
adding additional layers 
because They suffered 
from a lack of information 
due to random dropping

Based on the summary in Table 4 on earlier publications, using optimization algo-
rithms or regularization techniques separately does not ensure the removal of over-
fitting. Compared to the proposed method, when using the regularization methods 
individually as a first step, as in previous works, the elimination of overfitting did not 
guarantee. However, when using optimization algorithms with the methods and consid-
ering the methods as hyperparameters, it ensures that there is no overfitting while also 
maintaining the high accuracy of the classification.

7	 Conclusion

The major objective of this work is to find effective methods for preventing overfit-
ting completely, in addition to determining how optimization techniques affect over-
fitting and its prevention. By selecting the proper hyper-parameters automatically and 
without human guidance, the optimization algorithms have demonstrated their value 
in preventing overfitting problems from arising in the model. Although the two tech-
niques utilized used the optimal hyperparameters to ensure that the issue does not 
occur, Bayesian was able to demonstrate its significance in improving accuracy when 
compared to the Random search algorithm, as the accuracy increased by about (6%) in 
the first and (0.5%) in the second model.

Table 4. The summary of previous works (Continued)
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