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Abstract—Anomaly detection, which is also referred to as novelty detection 
or outlier detection, is process of identifying unusual occurrences, observations, 
or events which considerably differ from the bulk of data and do not fit a predeter-
mined definition of typical behavior. Medicine, cybersecurity, statistics, machine 
vision, law enforcement, neurology, and financial fraud are just a handful of the 
industries where anomaly detection is used. In the presented study, an online tool 
is utilized  to identify crowd distortions, which could be brought on by panic.  
An activity map is produced with the use of numerous frames to show the con-
tinuity regarding the flow over time following the global optical flow has been 
calculated in the quickest time and with the highest precision possible utilizing the 
Farneback approach to calculate the magnitudes. Utilizing a specific threshold, 
the oddity in the video will be picked up by the activity map’s generation of an 
entropy. The results indicate that the maximum entropy level for indoor video is 
<0.16 and the maximum entropy level for outdoor video is >0.45. A threshold of 
0.04 is used to determine whether a frame is abnormal or normal.

Keywords—abnormal event detection, RGB frames, gray frames, optical flow, 
farneback method, entropy, activity map

1	 Introduction

The recognition of human behavior depending on  optic flow was discussed 
in the presented  work. A difficult and crucial area of computer vision is human 
action  recognition. Recognizing human action is actually human to many computer 
vision applications, including surveillance [1], video retrieval, HCI, and scene com-
puter. Noise-filled, low-frame-rate, and low-resolution  images provide a few  signif-
icant challenges  to action recognition for surveillance applications [2]. One of the 
crucial and difficult study areas is abnormal detection, which is based on techniques 
used in video image processing like  visual target tracking and scene understanding 
[3]. Abnormal crowd behavior detection is the process of extracting specific data 
from a video or surveillance image sequence that represents the crowd’s abnormal 
behavior, like group behavior characteristics and population density, and performing 
classification. With regard to  computer vision, detecting  abnormal crowd behaviors 
is crucial [4]. A broad spectrum of the economic and application values in the social 
safety and security  exists when relevant information is extracted from large-scale 
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surveillance videos and improved accuracy of recognition regarding the emergencies 
and abnormal behaviors [5]. In the case when there is an anomaly in a time, abnormal 
behavior detection indicates the initial frame which could  categorize the event and 
identify the abnormal behavior in time [6]. The appropriate features must be extracted 
from the video sequence and classified in order to successfully identify between the 
abnormal and normal events in the video [7]. Researchers frequently utilize temporal 
and spatial features, like optical flow, in conventional feature extraction approaches [8].

2	 Related work

Numerous effective approaches were put forth, such as the ones that efficiently expand 
beyond the image domain into the video and action recognition domains. Yet, there is 
still room for development with regard to present techniques, particularly for real-world 
movies and videos, which feature a dynamic background, people with varying postures, 
and partial occlusions [9].

Various  studies concentrate on part-based techniques, which just  analyze the 
‘interesting’ parts regarding the video instead of the entire video, in order to overcome 
the shortcomings [10]. Those “parts” may be corner and spatiotemporal interest point 
trajectories or flow vectors. Even though  part-based techniques are promising [11], 
they still struggle with erroneous background clutter and motion-induced background 
detection and tracking of important sections, which precludes a clear and useful repre-
sentation [12].

Lei Wang (2019) utilized outdated manual video representation approaches for action 
recognition through using  a CNN-based hallucination step. The I3D model (among 
others) thrives on the combination of its output with Improved Dense Trajectory (IDT) 
and extracted with its low-level video descriptors that have been encoded through Fisher 
Vectors (FV) and Bag-of-Words (BoW), the model saves 20h–55h of the computations 
and yields cutting-edge results on 4 publicly available datasets [13].

An AutoEncoder-based network termed the cascade deep AutoEncoder (CDA)  is 
used after the feature descriptor extraction procedure described by Tian Wang (2020). 
A unique descriptor that captures the multi-frame optical flow information is used to 
express the movement information. Following that, CDA network is trained using the 
feature descriptor from the normal samples. Lastly, the reconstruction error of CDA 
during testing procedure helps to identify the abnormal samples. By testing the sug-
gested technique on many video surveillance datasets [14].

Yu Hao (2021), when considering group behavior, the network’s input is the optical 
flow data between the RGB images and the video frames. A global optical flow 
descriptor was created by weighting and fusing the crowd’s velocity, direction, energy, 
and acceleration. In addition, a single frame’s time of the original image is used for 
extracting  the crowd trajectory map. In order to model dependence link between 
long-time video frames and produce the final network classification results, “enetwork” 
employs two network branches in order to learn information about the spatial and 
temporal dimensions, respectively. Results from simulation tests demonstrate that the 
suggested recognition could successfully recognize multiple datasets, and that incorpo-
rating interframe motion information could considerably enhance the effectiveness of 
abnormal behaviour detection [1].
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Yiheng Li (2022), the optical flow predicted via the models trained with the use of var-
ious projection techniques was combined in this study utilizing a new multi-projection 
fusion framework. It gains the ability to merge the complimentary information in the 
results of optical flow under various projections. Create the first panoramic dataset 
for panoramic optical flow in flow to train NNs and test optical techniques for doing 
so. The dataset’s experimental findings show that technique performs better than 
already-developed deep networks and other alternatives for handling 360° content [15].

Considerable progress was made thanks to the ongoing, in-depth study of crowd 
abnormal behavior detection algorithms. The detection of the technology for detecting 
abnormal behavior in complex settings is still a difficult challenge. This study sug-
gests a crowd abnormal behavior detection algorithm depending upon global optical 
flow and entropy level for increasing the robustness and accuracy of crowd abnormal 
behavior detection algorithm, for low performance of the crowd abnormal behavior 
detection resulting from complex environment. More details will be indicated in the 
next sections [16].

3	 Method and materials

The speed and direction of crowds typically follow a comparable pattern. People 
will, on the other hand, run away  rapidly from an abnormal event out of worry for 
their safety [17]. Yet, the crowd’s abnormal behavior is characterized by its rapid 
movement speed, abrupt acceleration, and noticeable concentration of movement in 
one direction or balance in several directions [18], as well as its broad movement range, 
large pace, chaotic trajectory, and panic expression. Calculating attributes like acceler-
ation, speed, direction, and motion amplitude is one of them [19]. Conventional abnor-
mal behavior detection methods simply employ RGB images as the network’s input, 
ignoring the comparatively easy and expressible via optical flow concealed motion 
information in video sequence [20].

3.1	 Estimating optical flow 

The relation between temporal changes and spatial properties in images, or motion, 
is a key feature of frame sequences; it demonstrates the dynamics of frames [21].  
The presentation of motion data from an image sequence has been referred to as the 
optical flow estimation; optical flow is a 2D motion map that projects the scene’s 3D 
motion onto the image plane. Keep in vision that [22], if camera position parameters 
are given, the optical flow module may also be utilized for extracting parallax in static 
stereoscopic vision [23]. Based on the presumptions that pixel intensities don’t fluctuate 
over time and that nearby pixels move similarly, optical flow operates [24]. Additional 
presumptions can include the motion being locally smooth or the visual gradients being 
constant. The first two hypotheses result in equation (1):

	 U I V I Ix y t. . �� � 	 (1)

In which V and U represent the optic flow components in vertical and horizontal 
directions. Also, Ix and Iy and It are brightness function derivatives with respect to  
x, y (coordinates of the image) and t (time) [25].
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The pattern of apparent motion regarding surfaces, objects, and edges in a visual 
image that is brought on by the motion of the observer in motion to the scene is known 
as optical flow or optic flow [26]. The spatial and temporal  features of the optical 
flow approach are good [27]. As illustrated in Figure 1, it may be utilized  to repre-
sent movement information like  the direction and speed  of the moving target since 
it could recognize independent moving objects in crowd under scenes with unknown 
prior knowledge and accurately compute their speed of movement [28].

Fig. 1. Pixels displacement in two consecutive images. Blue pixels and red pixels are 
corresponding to image at time dt and t respectively [28]

Consider a pixel I(x,y,t) in first frame, it moves to the next frame by taking dt time.
Since the image pixels and intensity  are the same from one frame to the next, 

equation (2) states that the pixel displacement is (dx, dy):

	 ( , , ) ( , , )I x y t I x x y y t t= + ∆ +∆ + ∆ 	 (2)

In which I(x,y,t) represent the assumed pixel at location (x,y,t), Dx, Dy, Dt represent 
the movement between thetwo frames and c is a real valued constant number.

3.2	 Global and local features

Local and global optical flow approaches are distinguished from one another. While 
global/dense approaches process every pixel in the image, local approaches only require 
us to process a small portion of total number of the pixels in the image. For additional 
flow data to be available in sparse/global flow extraction techniques [29]:

Descriptors regarding  local image neighborhoods known as local features are 
evaluated at multiple interest points. We outline typical applications for local features 
in this section [30]. The possibility of different numbers of the feature points in every 
one of the images makes comparing images more difficult when handling local features, 
which is one of the main problems [31].

Global features are those where each image is captured by a single feature vector that 
contains data from the entire image. The components of the image, such as specific objects 
or regions, receive no consideration. Once the features of each image have been calculated, 
mighted use a distance metric to determine how comparable any two images [32].
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A set of features known as a video global descriptor [23] indicates the video as a whole 
and is hence the ideal descriptor for describing typical video patches. Global features, 
which characterize a whole image, are frequently used by object recognition systems.  
The majority of texture and shape  descriptors fall under this category [33]. These fea-
tures are appealing since  they result in relatively compact representations of images, in 
which each one of the images corresponds to a point in a high dimensional feature space, as 
shown in Figure 2 [34].

Fig. 2. Global and local image features representation [34]

Global features could be understood as an aspect of an image that affects all pixels. 
This characteristic could be the color histograms, edges, texture, or even a particular 
descriptor that was taken from one of the image’s processing filters. While maintaining 
invariant to changes in illumination and viewpoint, local feature representation’s 
fundamental objective is to distinguishably represent an image depending on a few key 
regions [35]. A set of local feature descriptors are therefore obtained from a set of the 
image regions that are known as regions of interest and used for representing the image 
depending on its local structures [36].

3.3	 Farneback method

Figure 3  illustrates how the Farneback technique, a two-frame motion estimation 
algorithm, utilizes  polynomial expansion to approximate the neighborhood regard-
ing each one of the image pixels [28]:

Fig. 3. The Farneback optical flow [28]
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Each level of the image pyramid created by the Farneback algorithm has a lesser 
resolution than the level before it. The algorithm may follow points at multiple 
resolution levels, starting at the lowest level, in a case when choosing a pyramid level 
higher than 1. The algorithm can manage bigger point displacements between frames 
by expanding the number of pyramid levels. But there are also more calculations.

Returns an optical flow object that can be used for the estimation of speed and 
direction of moving objects in a video, as shown in Figure 4 [37].

Fig. 4. Demonstration of behavior of dense optical flow (utilizing the Farneback approach) 
under various dynamic content types. Every one of the frames is obtained from a sequence that 

involves a movement of separate people or objects [37]
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Up to convergence, tracking is performed starting at the lowest resolution level. 
The keypoints for the subsequent level are propagated from the point locations that 
were discovered at a level [38]. With each one of the levels, the algorithm improves 
the tracking in this way [39]. The algorithm might manage large pixel motions that 
could span distances bigger than the size of the neighborhood, thanks to the pyramid 
decomposition [40].

4	 Proposed behavior detection Algorithm 

focused on two mechanisms (optical flow and entropy level) for the purpose of 
extracting global features because A video global descriptor can be defined as a set of 
the features describing a video as a whole and thus, is best capable of describing the 
normal patches of the video.

UMN dataset was used for the information dataset. Also, the dataset includes a few 
recordings for each of the three types of scenes—Indoor, Lawn, and Plaza—as well as 
three different scenes with those names.

Algorithm 1: Abnormal Behavior Detection 

Input:RGB video
Output: give ALARM on video when anomaly detected
Begin 
Repeat
while (video frames not terminated) do
Convert video into Sequential frames
Convert RGB frames into gray
Apply Gaussian filter on each frame. 
estimate activity map (Optical Flow) 
Apply to post-preparing (Median Filter)
calculate the difference between two frame
estimate entropy from the difference
If the Entropy level > threshold
give ALARM on video (abnormal)
else 
give normal video 
end while 
until frames eand 
END

At first re-processing the video (by converting the video from colored to gray because 
the important thing for me is the movement of the object and not the color density of it. 
After that, that video is converted into a number of sequential frames through resolution 
and how many frames per second, after that, applying a Gaussian filter to reduce and 
delete noise).

The video stream is broken up into frames in the pre-processing module. For each 
frame using this approach, dynamic and static features were extracted. Therefore, the 
highlight generating algorithm considers decoding video into individual frames as a 
preprocessing step.
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After that, for each old and new frame, the percentage change was calculated or 
by calculating the size of the optical flow, after which the entropy of the frames was 
measured, and through experiment a certain threshold was determined for each video 
showing abnormal conditions in the video by printing a sign or A warning informs about 
the presence of abnormal movement in that video and prints a graph of the entropy with 
respect to time to show how it has changed depending on the abnormal movement of 
objects in the video over time, as shown in Figure 5:

yes

no

Prepressing and

segmentation
Convert RGB frames into gray

Convert video into Sequential frames

Apply Gaussian filter for each frame

Apply the farneback magnitude for each frame

Calculate the difference between two frame

Estimate activity map (optical flow)

Estimate the Entropy level of the difference

Input video

Feature Extraction

by optical flow and

entropy level

If the Entropy level

> threshold

Abnormal video

output

(give ALARM)
Normal video outputClassification

Condition

Fig. 5. Abnormal behavior detection algorithm based on global optical flow and entropy level
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5	 Experimental results

Utilized a dataset from the University of Minnesota (UMN) to find unusual crowd 
detection. UMN dataset includes three scenes—the first is outdoor, the second is 
indoors, and the third is outdoors—each video at a frame rate of 30. (320 × 240 × 3) is 
the RGB frame size; see Figure 6. The dataset contains the raw data needed to classify 
abnormalities.

Fig. 6. UMN data-set samples for each of 3 scenes: Normal (green) and Abnormal (red)
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The limitations of this dataset are some. Only 3 anomaly scenes are present in 
the data-set, and there are significant spatial and temporal  differences between 
the abnormal and normal  frames. There is no pixel-level ground truth in this data-
set. Considering these restrictions. Only the global detector is employed since  the 
data-set is straightforward and anomaly localization is not crucial. White shading 
denotes “there is movement in that piece of the mean picture,” and the movement 
guide will contain shading spaces ranging from dark to white. At that pixel, nothing 
changed using the dark approaches. Additionally, there are dim pixels, which demon-
strate less development. Entropy could also help in determining how much movement 
there is in the differentiation outline.

When applying the system to the first video of the data set, which is crowded and 
outdoor, it was noticed after taking pictures of the results before and after the occur-
rence of the strangeness in the video and the sudden movement of the crowds, the big 
difference in optical flow when the activity map changes for the people in that video, 
and calculating the difference between the previous and subsequent activity map in a 
sequence Frames, as shown in Figure 7.

In the first video, after producing the optical flow, it utilizing Farneback technique, an 
activity map has been created with the use of multiple frames for showing the continu-
ity regarding the flow over time. Then, the activity map has been utilized to generate the 
first entropy and show the max entropy level for outdoor greater than 0.45, Depending 
on a threshold 0.04, anomaly detection in the video is identified and ALARM is given, 
as shown in Figure 8.

Fig. 7. Outdoor localization of strangeness from crowded video scenes based on optical flow
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Fig. 8. The result of the entropy level of the outdoor video

When applying the system to the second video of the data set, which is crowded and 
indoor, it was noticed after taking pictures of the results before and after the occurrence 
of the strangeness in the video and the sudden movement of the crowds, the big 
difference in entropy and optical flow when the activity map changes for the people in 
that video, and calculating the difference between the previous and subsequent activity 
map in a sequence Frames, as shown in the Figure 9.

In the second video of the dataset, after producing the optical flow, it using 
Farneback technique, an activity map is created with the use of multiple frames to 
show the continuity of the flow over time. After that, activity map is utilized in order to 
generate the second entropy and show the max entropy level for outdoor greater than 
0.165, Depending on a threshold 0.04, anomaly detection in the video is identified and 
ALARM is given, as shown in Figure 10.
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Fig. 9. Indoor localization of strangeness from crowded video scenes based on optical flow

Fig. 10. The result of the entropy level of the indoor video

When applying the system to the third video of the data set, which is crowded and 
outdoor, it was noticed after taking pictures of the results before and after the occur-
rence of the strangeness in the video and the sudden movement of the crowds, the big 
difference in entropy and optical flow when the activity map changes for the people in 
that video, and calculating the difference between the previous and subsequent activity 
map in a sequence Frames, as shown in the Figure 11.
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In the third video of the data set, after producing the optical flow, it with the use of 
Farneback technique, an activity map is created with the use of multiple frames for 
showing the continuity regarding flow over time. Then, the activity map is utilized to 
generate the third entropy. and show the max entropy level for outdoor greater than 
0.48, Depending on a threshold 0.04, anomaly detection in the video is identified and 
ALARM is given, shown in the Figure 12.

Fig. 11. Outdoor localization of strangeness from crowded video scenes based on optical flow

Fig. 12. The result of the entropy level of the outdoor video
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The result shows the maximum entropy level for outdoor video is more than 0.45, 
however, the maximum entropy level for indoor video is more than 0.16. with a 
threshold 0.04 for classifying each frame as abnormal or normal in a given sequence, 
as shown in Table 1.

Table 1. Shown the entropy level and threshold for indoor and outdoor videos

Type of Video Number of Frames Entropy Threshold Max Entropy Level

First-outdoor video 614 0.04 0.58

Second-indoor video 575 0.04 0.165

Third-outdoor video 638 0.04 0.48

6	 Conclusions

One of the focus areas for vision research is crowd abnormal behavior detection, 
which is also a key component of intelligent surveillance. The smart security of 
airports, schools, shopping centers,  and communities makes extensive use of this 
technology. The goal of this study article is to put into practice an on-line solution 
in order to identify abnormal crowd behavior, which could be brought on by panic. 
After reprocessing the video, optical flow was applied, the entropy level was assessed, 
and using a predetermined threshold, it was decided whether the video was abnor-
mal or normal. The results show that the system could accurately identify and localize 
anomalies as they occur in the video, depending on the variation and change in events 
and movement through time.
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