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PAPER

End-to-End Speaker Profiling Using 1D CNN Architectures  
and Filter Bank Initialization

ABSTRACT
The automatic estimation of speaker characteristics, such as height, age, and gender, has various 
applications in forensics, surveillance, customer service, and many human-robot interaction 
applications. These applications are often required to produce a response promptly. This work 
proposes a novel approach to speaker profiling by combining filter bank initializations, such 
as continuous wavelets and gammatone filter banks, with one-dimensional (1D) convolutional 
neural networks (CNN) and residual blocks. The proposed end-to-end model goes from the raw 
waveform to an estimated height, age, and gender of the speaker by learning speaker represen-
tation directly from the audio signal without relying on handcrafted and pre-computed acous-
tic features. The conducted experiments on the TIMIT dataset show that the proposed approach 
outperforms many previous studies on speaker profiling with a mean absolute error (MAE) of 
5.18 and 4.91 cm in height estimation and MAE of 5.36 and 6.07 years in age estimation for 
males and females, respectively, and achieving an accuracy of 99.98% in gender prediction.
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age estimation, height estimation, gender detection, gammatone filter bank, wavelet filter bank

1	 INTRODUCTION

A speech signal conveys more than just linguistic information; it can indicate the 
identity of the speaker as well as cues about their age, gender, ethnicity, and emo-
tions [1]. Voice characteristics can provide indications of a speaker’s age; for instance, 
younger speakers tend to have a higher speech rate [2], while the fundamental fre-
quency decreases with age [3]. Additionally, the fundamental frequency can help 
differentiate between male and female speakers, as males usually have lower fre-
quencies. Height estimation can be linked to the assumption that the vocal tract 
length is directly proportional to the speaker’s height [4]. The current research sug-
gests the ability to estimate physical parameters such as height [1, 2], age, and gender 
from speech only [3, 4]. The extraction of these parameters can find applications 
in various areas, such as forensics [5], targeted marketing, customer services [2, 6], 
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interactive healthcare systems, and human-robot interaction [7]. These applications 
often require accurate responses in a timely fashion. A system aimed at predicting a 
speaker’s profile should be able to provide an approximate speaker profile from short 
speech utterances of varying lengths that are produced in a noisy environment, and 
thus the feature extraction and processing methods should be robust and minimal.

Speaker profiling is considered a challenging task due to the overlap of many 
factors that affect the human voice, such as emotional state, health, weight, and the 
context of the speech. However, one of the most challenging aspects of speaker pro-
filing is distinguishing textual content from physical traits [3].

Typically, speaker profiling involves three stages: data gathering and pre- 
processing, feature extraction and selection, followed by estimation and prediction 
of physical traits. Of these, feature extraction and selection are the most important, 
where raw speech signals are often converted to time-frequency representations to 
capture patterns that appear in the voice. For instance, features such as mel-frequency 
cepstral coefficients (MFCC) [8], linear predictive coding (LPC) [9], and formant fre-
quencies [10] are extensively used in speaker profiling. Other studies adopt statistical 
features, such as mean, median, and percentiles, for speech utterance representa-
tion [3, 9, 11]. Another approach involves Gaussian mixture models—universal back-
ground model (GMM-UBM) and i-vectors for modeling speech utterances [12–14].

Deep-learning (DL) approaches are powerful in extracting and learning complex 
patterns from data. The deep architecture of DL models, which comprises multiple 
hidden layers, enables them to perform better than many machine-learning algo-
rithms in speaker profiling [15].

Deep learning includes various types of neural network architectures employed 
for different speaker-profiling tasks, for instance, Long short-term memory (LSTM) 
recurrent neural networks joined with different features, including MFCC, pitch, 
and normalized cross-correlation, function to perform age estimation [16].

Kalluri et al. [17] explored the use of deep neural networks (DNN) to jointly estimate 
height and age from a speech by utilizing a support vector regression (SVR) model trained 
with GMM mean supervectors for DNN initialization. Similarly, Kaushik et al. [18] inves-
tigated the use of DNN for height and age estimation by proposing an LSTM architecture 
with an attention mechanism. LSTMs were also utilized in conjunction with CNNs by 
[19] as speech encoders in a semi-supervised manner where the encoded speech is then 
fed into a two-layer NN for fine-tuning and joint estimation of height, age, and gender. 
The use of x-vectors and d-vectors is explored in combination with transfer learning in 
the joint estimation of age and gender [20, 21], as the work addresses the matter of lim-
ited training data by employing transfer learning from networks pre-trained for differ-
ent tasks other than speaker profiling, utilizing well-known speech recognition datasets, 
such as Librispeech [22] and common voice datasets [23]. The use of transfer learning 
showed an improvement in terms of MAE and root mean squared error (RMSE).

However, the majority of previous work in speaker profiling has employed deep 
learning on hand-crafted features [17] or relied on complex structures involving mil-
lions of parameters [19, 24]. This approach has several drawbacks, including the high 
cost of feature extraction and dependency on manually selected features, which can 
lead to poor performance if they are not suitable for the task at hand. Additionally, the 
use of complex models with a large number of parameters necessitates a substantial 
amount of training data [24]. These methods can be time consuming and may not be 
efficient when dealing with large amounts of data, particularly in real-time applications.

The processing of raw waveforms is a widely studied topic in various facets of 
speech recognition [25], speaker identification [26], and other sound-related tasks [27].  
Many studies in this area make use of adapted versions of CNNs to process the signal. 
For example, the authors of [25] proposed SincNet, a specific convolutional layer that 
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replaces conventional convolutional layer weights with acoustic filter parameters, 
such as band-pass filters.

Another study builds on the work of [25] by replacing SincNet rectangular band-
pass filters with Gaussian and gammatone filters [28]. A continuous wavelet convo-
lutional layer is proposed in [29] to replace the first convolutional layer, where two 
parameters, scale and translation, are learned.

This work proposes a compact, true end-to-end speaker-profiling system that aims 
to jointly estimate the age, height, and gender of an unknown speaker from short utter-
ances, using raw waveforms directly with minimal pre-processing. Moreover, unlike 
previous studies that handle raw waveforms, instead of replacing the first layer with a 
filter where only the filter parameters are learned, our study proposes to initialize the 
first layer with a filter bank and allow the network to update the values of the filter during 
training. This, in turn, provides a balance between handcrafted feature extraction and 
representation learning by a CNN. Using this approach enables efficient creation of a 
personalized filter bank, which is specifically optimized to extract speaker-related char-
acteristics from the signal. Two initialization methods are employed in the first layer of 
the CNN; namely, continuous wavelet transforms and the gammatone filter bank.

The proposed system is able to outperform existing systems employing DNN 
with handcrafted time-consuming feature extraction and processing methods. 
Contributions of this work can be summarized as performing multi-task speaker 
profiling for age, height, and gender from raw speech and presenting a novel wave-
let filter-bank initialization method for CNN with residual blocks.

This paper is organized as follows: Section 2 presents the building blocks of the 
proposed end-to-end model and the proposed approach to initialize the first layer 
of the CNN with gammatone and wavelet transforms. Section 3 presents the experi-
mental setup, including the dataset used and the evaluation metrics used to evaluate 
the model performance. Section 4 analyzes various aspects of speaker profiling with 
the proposed model, such as the effect of speech duration on the performance of the 
model, the effects of single-task and multi-task predictions, and the effect of gender 
information on the accuracy of height and age predictions. Our conclusions from 
this work are presented in the last section.

2	 PROPOSED MODEL

Although DNNs have been successfully applied to many speaker-profiling tasks, 
they typically rely on handcrafted features and complex models that involve a large 
number of parameters. The proposed end-to-end model aims to bypass the stages 
of pre-processing and feature extraction and learn a discriminative representation 
of the speaker directly from the audio signal with minimum pre-processing effort 
and a compact architecture with few parameters. The proposed model consists of 
three main components: 1D convolutional layers, residual blocks, and filter-bank 
initialization. Subsections 2.1 and 2.2 provide an overview of each component, with 
Subsection 2.3 describing the proposed model in detail.

2.1	 CNN

A CNN is a class of deep-learning networks that is capable of extracting features from 
raw data, usually an image. A CNN consists of several convolutional layers combined 
with pooling layers and fully connected layers [30]. A 1D CNN is a CNN with an array 
representing the audio waveform as input. A convolutional layer consists of a number of 
kernels or filters that convolves through the input to produce a feature map as in Eq. (1):
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	 f map x w b
k k

n n_ � � � 	 (1)

where f_mapk is the k-th resulting feature map, x is the input signal, wk
n is the 

weight of the k-th kernel of the n-th layer, and bn is the bias term of the n-th layer. 
Afterwards, an activation function is applied to the resulting feature maps to apply 
nonlinear transformations. The process of convolving the input with k kernels 
results in a large number of feature maps. The pooling layer is then employed, 
not only for downsampling but also for reducing the spatial dimensions and com-
putational complexity of the resulting feature maps, while preserving their most 
important features. Various methods, such as average pooling, max pooling, or other 
statistical measures, can be used to reduce the size of the resulting feature maps.

For a model to be able to learn appropriate and relevant features from the input 
signal, several convolutional layers are stacked to arrive at a final feature map that 
is passed to a fully connected layer for the final prediction of the network. For the 
regression task, a rectified linear unit (ReLU) activation function is used to obtain the 
final prediction of the network as in Eq. (2):

	 f x x( ) ( , )=max 0  	 (2)

CNNs are designed to perform feature extraction on raw data; however, given 
the complex nature of speech utterances, deeper and more complex models are 
needed to handle raw signal inputs, which, in turn, can lead to the vanishing 
gradient problem [16], as the gradient of the training error gets closer to zero, 
restricting the learning process and causing the model’s accuracy to degrade. To 
alleviate this problem and allow the model to learn the hidden structures of the 
speech signal, residual blocks are included in the model instead of traditional 
convolutional layers.

2.2	 Residual blocks

In traditional neural networks, the output of each layer is directly fed to the sub-
sequent layer. However, residual networks (ResNets) introduce a different approach 
by incorporating skip connections. In a Res-Net, the output of a layer is fed not only to 
the next layer but also to layers n steps ahead. These skip connections help improve 
gradient flow during backpropagation, allowing for deeper network architectures 
without the risk of vanishing gradients.

Residual blocks, which are also known as skip-connection blocks, are the build-
ing blocks of ResNets [31]. They learn residual functions with reference to the layer 
input. A residual block is shown in Figure 1.

Fig. 1. General structure of a residual block
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2.3	 Filter banks

This section briefly describes two types of filter banks that have been utilized 
in the proposed model to initialize the first layer of the network: gammatone filter 
banks and wavelet filter banks. These filter banks play a crucial role in extracting 
relevant features from speech signals by focusing on specific frequency bands, 
thereby improving the performance of the system.

Gammatone filter. A gammatone filter bank resembles the basilar membrane 
motion in the human auditory system. It consists of non-linearly spaced band-pass 
filters with increasing bandwidth. According to [32], the impulse response of gam-
matone is given as Eq. (3):

	  � ���( ) cos( )( )t at e f tp t
c

� �� �1 2 2 Φ 	 (3)

where fc is the center frequency, β represents the filter bandwidth, a is the ampli-
tude, p is the order of the filter which takes values 2 to 8, and Φ is the phase shift. The 
bandwidth and central frequency parameters are converted to equivalent rectangu-
lar bandwidth (ERB) [33] using Eq. (4):

	 ERB fc fc( ) . . .� �24 7 9 256 	 (4)

To obtain a gammatone filter bank, a process similar to that of [27] is followed. 
Accordingly, a range of center frequencies is usually predetermined between the 
lowest frequency in the human hearing range and the sampling rate divided by 2, 
which is the Nyquist frequency. Then, the central frequencies are placed equally on 
an ERB scale, such that the next frequency is obtained by starting with the lower 
frequency converted to ERB with (4), increasing by one, and then converting back to 
the frequency domain.

For the gammatone filter bank, the central frequency is set in the range between 
62 Hz and 8000 Hz, which is the Nyquist frequency for a sampling rate of 16,000 Hz. 
The filter response is then obtained for each center frequency, resulting in 64 filters 
which are then used to initialize the kernels of a convolutional layer.

Wavelet filter. Wavelet analysis is a powerful tool for signal analysis since it 
allows the frequency and time localization of a signal to be determined.

The fundamental concept behind wavelets is that any speech signal can be ana-
lyzed with a mother wavelet using different scales, as illustrated in Figure 2.

Continuous wavelet transforms (CWT) allow for arbitrary time-frequency scales 
limited only by the sampling rate. Higher scales in the time domain correspond with 
small frequencies and vice versa. In general, a CWT is described by:

	 X
s

x t
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s
dt
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1
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 	 (5)

where Ψ is the mother wavelet function, s is the scale factor, and u is the transla-
tion factor. Given a signal X of length N, and a wavelet function Ψ, for example, the 
Morlet wavelet, the continuous wavelet transform of the signal X is defined as the 
convolution of X with scaled and translated wavelet Ψ and the convolution should 
be repeated n times for each scale [34].

A filter bank can be created by utilizing a collection of scaled and shifted wave-
lets as filters to analyze a signal’s behavior across specific frequency bands. In 
this configuration, according to the input size and the required length of the filter, 
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a Morlet wavelet transform matrix is calculated by first estimating the required 
scales based on the required number of filters. The transform at each scale is 
calculated by Eq. (6):

	 � � �� �1 4 20
2/ /e ei t t�  	 (6)

where ω0 is the non-dimensional frequency constant, defaulted to 6 [34, 35], and 
t is a time parameter. The wavelet at each scale is then represented as a filter, and 
these filters are used to initialize the filters of the first layer of the network.

Fig. 2. The process of convolving the signal with multiple continuous wavelet filters with different scales

When using a wavelet transform to analyze a signal, the choice of the number of 
scales to use can have a significant impact on the results. One way of choosing the 
scales is to use a random set of scales; however, according to [34], a more appropri-
ate choice is to write the scales as fractional powers of two, as in Eq. (7):

	 s s
j

j j� � �� � � �
0
2 0 1� , , , ,j J	 (7)

where sj is the jth scale, so is the minimum scale, δj is the resolution of the scale, 
and J is the largest scale that is obtained using Eq. (8):

	 J
j

N t s�
1

2 0�
�log / 	  (8)

where N is the signal length, and δt is the signal time steps. The minimum scale is 
chosen such that the Fourier period is around 2δt.

2.4	 Proposed architecture

The proposed architecture, shown in Figure 3, consists of a 1D convolutional 
layer for feature extraction, three residual blocks, and two fully connected layers. 
Each residual block consists of three 1D convolutional layers and one max pooling 
layer. The first layer used to process raw audio signals employs a large receptive 
field to have a more global view of the audio, while the subsequent layers have a 
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shorter filter size of two to aid the CNNs in learning hierarchical representations 
using its depth. A dropout layer is attached after each residual block to reduce the 
effects of overfitting. Two fully connected layers are added after the convolution 
layers as output layers, where one output layer consists of two neurons for the 
regression task of height and age estimation that employs a ReLU activation func-
tion and a mean absolute error (MAE) loss function. The other output layer uses a 
sigmoid activation and binary cross entropy as a loss function for gender classifica-
tion into male or female.

To enhance the feature-extraction capabilities of the model, the characteristics of 
convolutional layers are exploited by incorporating auditory filter banks as initial-
ization methods for the first layer of the proposed architecture. One filter bank is the 
gammatone filter bank inspired by [27]. The other filter bank is inspired by a mul-
tiscale continuous wavelet transform. The use of such an initialization method can 
be considered complementary to the role of the CNN layers as feature extractors and 
aid as a compromise between handcrafted features and representation learning.

Fig. 3. Proposed Architecture for joint estimation of height, age, and gender from speech,  
featuring wavelets as an example of a filter bank for initialization
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3	 EXPERIMENTAL SETUP

For the joint height, age, and gender estimation experiments, the TIMIT dataset 
[36] is used with the standard train and test split with 10% of the training data set as 
validation data. The evaluation metrics used are MAE, and RMSE defined as:

	 MAE
y x

n

i i�
� �

 	 (9)

	 RMSE
y x

n
i i�

� �
�

( )2

	 (10)

where yi is the predicted value, xi is the target value, and n is the number of obser-
vations and accuracy for the gender classification:

	 Accuracy
� � �

� � �
=
No of Correct Predictions

Total No of Prediction

.

. ss
	  (11)

Since the number of convolutional layers plays a key role in the performance and 
complexity of the network, the number of convolutional layers for the proposed net-
work was determined by experiment. Table 1 shows the architecture used in the fol-
lowing experiments, and Table 2 shows the structure of each residual block. For each 
experiment, the network was trained up to 200 epochs with batch sizes of 64 samples.

Table 1. DNN architecture employed in all experiments

Layer Type No. of Filters Kernel Size/Strides

Conv1D, ReLU 64 filter 100/100

Residual Block 32 3/1

Residual Block 64 3/1

Residual Block 64 3/1

Average Pooling 1D – 3/3

Dense, ReLU 2 –

Dense, Sigmoid 1 –

Total No. of Parameters 77,603

Table 2. Design of residual block

Layer Type Kernel Size/Strides

Conv1D 1/1

Conv1D, ReLU 3/1

Conv1D 3/1

Add Layer –

Max Pooling 2/2

As described in Section 2, the first layer of the network is the equivalent of a fea-
ture extractor from raw audio using a gammatone filter bank or a CWT filter bank. 
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For the gammatone filter bank, 64 filters of length 100 and no overlap are initialized 
with a gammatone impulse response as in Eq. (3), where each filter represents the 
response at some center frequency in the range of 100 Hz to 8000 Hz. After the ini-
tialization, the filters are set to be trainable to allow the network to learn new filters. 
As for the CWT initialization, the number of filters is determined as the optimal 
number of scales required to process the input signal. Each filter represents a scaled 
version of the mother wavelet. In this setting, 40 filters of length 100 and no overlap 
are chosen to initialize the network.

3.1	 Datasets

In this work, the TIMIT dataset [36] is employed to estimate the height, age, 
and gender of unknown speakers. The TIMIT dataset consists of 630 speakers 
(192 female, 438 male), and for each speaker, there are 10 audio recordings. The 
data is split into 462 speakers for training and validation, and 168 speakers for 
testing. Figure 4 shows the distribution of male and female height and age in the 
TIMIT dataset. As can be seen, the majority of speakers are male speakers in their 
20’s and 30’s, with heights of 170–180 cm, unlike female speakers, whose heights 
are concentrated in the range of 160–170, and almost no data for other height 
ranges. The figures also show that only a few speakers are between the ages of 40 
and above.

(a) Height Distribution (b) Age Distribution

Fig. 4. The distribution for male and female speakers in the TIMIT dataset  
across different height and age groups

4	 RESULTS AND DISCUSSION

In this section, the results of several experiments are discussed to evaluate the 
proposed model and the effect of duration on the prediction task, as well as the effect 
of multi-task vs. single-task prediction. In addition, we evaluate the effect of gender 
information on the prediction of height and age.

4.1	 Duration analysis

To determine the minimum speech duration required for accurate profiling, we 
evaluated the performance of the system on TIMIT datasets with speech durations 
ranging from 1 s to 5 s. To evaluate longer speech durations, shorter segments were 
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extended by appending portions of the original recording. Random initialization 
was used, and gender was not considered in the estimation accuracy. The duration 
analysis, as shown in Figure 5, indicates that the system can predict both height 
and age with a high degree of accuracy on durations as short as 1 second, achieving 
MAEs of 5.7 and 5.3, respectively.

Fig. 5. MAE of height and age prediction using different durations of speech on the TIMIT dataset

However, the best performance is achieved with recordings lasting between 2 
and 3 seconds, which may be due to the original length of many recordings. It is 
worth noting that even with a duration as short as 1 second, the system is capable 
of achieving performance comparable to longer durations, indicating the efficiency 
and robustness of the system. Furthermore, the observation that both height and 
age predictions follow the same pattern with different durations suggests that the 
system can capture the relevant information for both features within the same time-
frame. This implies that the minimum duration required for the profiling task may 
not necessarily be long, and comparable performance can be achieved with shorter 
speech segments. To ensure consistency in speech duration and improve the reli-
ability of the comparison across different audio samples, raw audio files longer than 
3 seconds were truncated, and those shorter than 3 seconds were duplicated and 
truncated to 3 seconds. This resulted in an audio length of 48,000 bits for a sampling 
rate of 16 kHz.

4.2	 DNN initialization

In this section, the effect of training on the filters used to initialize the network is 
analyzed. Figures 6 and 7 show four randomly selected filters used to initialize the 
network and the same four filters learned after training for gammatone and CWT, 
respectively. Each filter corresponds to a CNN filter in the first layer of the network 
and is defined on a scale of 0 to 100, indicating its size.

Figure 6 shows the effect of training on the gammatone filters used to initial-
ize the first layer of the network. It is obvious that the filters with larger scales  
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(i.e., higher frequencies) maintain the original shape after training but lose smooth-
ness; however, the filters with smaller scales (i.e., lower frequencies) lose the orig-
inal shape.

Similarly, for wavelet filters in Figure 7, the filters with the smaller scales  
(i.e., higher frequencies) are least affected by the training, whereas the filters with 
the larger scales (i.e., lower frequencies) are more distorted. This indicates that the 
network has learned to focus on the fine-grained details in the input data and has 
disregarded the coarser features represented by the larger-scale wavelets, and that 
the fine details that appear in the higher frequencies are important to the network 
and contribute more information than those of lower frequencies.

(a)

(e)

(b) (c) (d)

(f) (g) (h)

Fig. 6. Visualization of randomly selected filters of the gammatone initialized layer, where (a), (b), (c), and (d) are filters before the training 
process, while (e), (f ), (g), and (h) shows the same filters after training

(a)

(e)

(b) (c) (d)

(f) (g) (h)

Fig. 7. Visualization of randomly selected filters of the wavelet-initialized layer, where (a), (b), (c), and (d) are filters before the training process, 
while (e), (f ), (g), and (h) show the same filters after training

To evaluate the effectiveness of the initialization scheme on the performance of 
the system, several initialization methods are tested, including initializing with ones, 
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randomly, and with He Uniform initialization [37]. Figure 8 shows the effect of the 
initialization on the performance of the network. As can be seen, the best-perform-
ing approach for height and gender is the gammatone filter bank, followed by the 
CWT approach, while CWT outperforms other initialization methods in age estima-
tion compared to the performance of other initialization methods.

(c)

(a) (b)

Fig. 8. Effect of different initialization methods on (a) age, (b) height, (c) gender

Moreover, the choice of wavelet transform seems to have an effect on the 
results as well, where three types of wavelet functions are compared. As shown 
in Table 3, Morlet wavelet performs better compared with other types of wave-
lets, such as the derivative of Gaussian (DOG) wavelet and Paul wavelet. Figure 9  
illustrates the performance difference in MAE for height and age for the three 
types of wavelets.

Table 3. Results of different wavelet initializations on the MAE and RMSE of joint height,  
age and gender prediction

Initialization  
Method

Height Age

GenderRMSE MAE RMSE MAE

Male Female Male Female Male Female Male Female

Morlet 7.12 6.35 5.4 5.08 8.24 9.57 5.47 6.04 98.6

Paul 7 6.58 5.52 5.1 8.5 9.97 5.4 6.1 98.2

DOG 7.15 6.49 5.58 5.13 8.18 9.5 5.54 6.07 98.5
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(a) (b)

Fig. 9. Performance of different wavelet types on the estimation of (a) Height and Age,  
and prediction of (b) Gender

4.3	 Single-task vs. multi-task

To evaluate the effect of multi-task learning and the effect of each trait on the 
learning outcome, several combinations are tested using the same experimental set-
tings; all the experiments are performed on the TIMIT dataset with the same hyper-
parameters using the gammatone filterbanks for initialization. The experiments 
include single-task learning of height and age. Additionally, to evaluate the effect of 
gender information on the learning process, two models are trained independently 
on male and female data separately. The different combinations include the follow-
ing: age and gender; height and gender; height and age; and height, age, and gender.

In Tables 4 and 5, the experimental results show a clear advantage of multi-task 
learning over single-task. However, gender information did not seem to improve the 
results for either height or age. The degradation in performance, which appears for 
the gender-based learning in both tasks of height and age estimation, can be largely 
attributed to the data imbalance found in the dataset. Furthermore, the training the 
model for height-gender and age-gender did not improve the results over single-task 
learning (ST) of height and age. Figure 10 presents the difference in performance 
between gender-based training vs. training using data from both genders.

Table 4. Results of height estimation in single and multi-task setting on the TIMIT test set

Task
RMSE MAE

Male Female Male Female
Height ST 7.5 6.78 5.8 5.4

Height ST (Gender-based) 7.83 7.43 6.0 5.93

Height & Gender 7.66 7.27 5.93 5.8

Height, Age & Gender 7.17 6.26 5.58 4.95

Table 5. Results of age estimation in single and multi-task setting on the TIMIT test set

Task
RMSE MAE

Male Female Male Female
Age ST 8.44 9.73 5.42 6.16

Age ST (Gender-based) 8.6 10.2 5.39 6.6

Age & Gender 8.57 10.0 5.5 6.2

Height, Age & Gender 8.38 9.8 5.38 6.05
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Fig. 10. The effect of gender information on the estimation of height and age

4.4	 Speaker-level predictions

Since the TIMIT dataset contains 10 utterances for each speaker, the effect of 
prediction is evaluated at the speaker level rather than the utterance level, which 
can be done by aggregating the results of each speaker over their utterances and 
obtaining the mean value of the prediction. The results show an improvement in 
gender prediction and height prediction for male and female speakers. However, 
age prediction shows no improvement. Table 6 shows the comparison (RMSE and 
MAE) of our results with the previous methods for multi-task height and age and 
gender prediction. The results show an improvement in male and female height 
prediction and increased accuracy in gender detection.

Table 6. Comparison of results for height, age, and gender on TIMIT test

Study

Height Age
Gender  

AccuracyRMSE MAE RMSE MAE

Male Female Male Female Male Female Male Female

[18] 6.95 6.44 5.26 5.15 7.81 8.60 5.50 5.89 –

[19] 7.5 6.5 5.8 5.1 6.8 7.4 4.8 5.0 99.1

[17] 6.85 6.29 – – 7.60 8.63 – – –

Proposed 7.17 6.26 5.58 4.95 8.38 9.8 5.35 6.07 99

Proposed-Aggregated 6.78 6.27 5.18 4.91 8.41 9.88 5.36 6.07 99.98

5	 CONCLUSIONS

In this work, the possibility of using raw waveform for the prediction of height, age, 
and gender of an unknown speaker was examined. In particular, a novel approach for 
speaker profiling from raw audio signals was proposed, utilizing convolutional lay-
ers for feature extraction from raw input, and integrating acoustic filter banks, such 
as wavelets and gammatone filter banks, with the convolution process. The model 
was trained and tested on the TIMIT dataset. Results obtained from the proposed 
model show that it was able to outperform similar studies with DNN architectures 
on the TIMIT dataset without performing any feature extraction or transformation 
to the input, making it suitable for online and real-time applications. Compared with 
other initialization schemes, the use of wavelets, and gammatone filters significantly 
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improved the results in every task. Out of three wavelet functions experimented with, 
Morlet wavelets produced the best performance, indicating that not all wavelet func-
tions are suitable for this task. The proposed system achieved an MAE of 4.91 cm for 
females and 5.18 cm for males in height estimation, and an MAE of 6.07 years for 
females and 5.36 years for males in age estimation. In terms of gender detection, the 
model achieved accuracy of 99.98%. These results were further improved when cal-
culating speaker-level predictions, indicating that progressive estimation from con-
tinues speech can provide a more accurate predictions. Through this study, several 
combinations of prediction tasks were explored to evaluate the effect of multi-task 
and single-task predictions. Taking gender in consideration, the results indicated no 
improvement over the findings when gender information was included.

This study aimed to shed the light on the ability to estimate various speaker char-
acteristics using deep learning with raw waveform; however, it is important to note 
that the data used in this study was not diverse enough to capture the variabilities 
that affect the human voice. A more representative dataset is needed to be able to 
perform speaker profiling in real-world scenarios.
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