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Abstract—Coronavirus 2 virus is responsible for the spread of the infectious 
disease COVID-19 (also known as Coronavirus disease). People around the 
globe who got infected with the virus experienced a respiratory illness that could 
become as serious as leading someone to lose their life. However, the upside 
of the pandemic is that it has led to numerous types of research and explora-
tions, majorly in the medical science field. Since a systematic survey of previous 
research activities and bibliometric analysis gives a brief idea about such con-
tributions and acts as a reference to future research, this study aims to cover the 
research related to COVID-19 in the computer technology domain. It is limited to 
the works accepted and accessible with the keywords – Covid-19, prediction, and 
pandemic, in the Scopus search engine to justify the scope of this survey. Further, 
the paper highlights a few prior works used for predictive analysis and presents a 
quantitative angle on their algorithms. Earlier works showcase Time Series Anal-
ysis using ARIMA/SARIMA models for predicting the vaccination rates, and 
Extreme Gradient Boosting (XGBoost), Xtremely Boosted Network (XBNet) 
Regression, and Recurrent Neural Network (RNN) for Confirmed, Cured, and 
Death cases. Amongst the algorithms used in the latter use case, XBNet regres-
sion performed better than XGBoost regressor.

Keywords—Covid-19, pandemic, prediction, time series analysis, predictive 
machine learning, regressor, vaccination rate

1	 Introduction

Coronavirus is a type of SARS virus. SARS is an abbreviation for the severe acute 
respiratory syndrome. The world has witnessed the deadly effects of this virus, thus 
leading to the declaration of the pandemic. The virus affected different people with 
varying severity. Patients with mild to moderate illness, with common symptoms like 
cough, fever, loss of taste/smell, and tiredness, recovered while quarantined without 
being hospitalized. However, patients with severe symptoms like chest pain, shortness 
of breath or difficulty breathing or loss of speech/mobility, or confusion had to seek 
immediate medical attention [49]. Not only has it affected people’s well-being, but also 
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impacted various aspects of society worldwide, thus indicating its stringency. Countries 
worldwide undertook different measures to overcome the aftermath of the pandemic. 
Basic practices assumed wearing a mask, regular sanitization, and social distancing to 
minimize the spread.

Since the average time for virus symptoms to surface after infection is 5–6 days, or 
as long as 14 days, it becomes challenging to track its severity. Therefore, this became 
a base use case where predictive analysis could play a vital role in understanding the 
situation better, and evidently, research rapidly grew in this aspect.

The contributions in this paper are outlined as follows:

•	 Present a bibliometric review on research from Scopus associated with predictive 
studies surrounding COVID-19 in the computer technology domain with illustrative 
statistics under various categories.

•	 Highlight a few prior works used for predictive analysis with a quantitative angle on 
their algorithms and showcase their usage in certain predictive use cases identified 
under Covid-19 circumstances.

•	 Layout probable future scope in this domain.

The paper constitutes various sections. Section 1 discusses an overview of Covid-19, 
its effects on human health and worldwide, precautionary measures, and the objectives 
of this paper. The literature review and the bibliometric study are presented in Section 2, 
followed by Section 3, which expresses the use of Time Series Analysis using various 
enhanced Machine Learning techniques in prior work for different use cases. The study 
concludes with an overview of topics covered throughout and mentions potential use 
cases that could be addressed in the future using predictive analytics in this domain.

1.1	 Predictive studies

A mathematical process that aims to predict future possibilities or outcomes by ana-
lysing patterns potentially to forecast future results is known as predictive modelling or 
predictive analytics. The most basic question to be answered while applying predictive 
modelling is that based on past behaviour, what could be its future consequence. For 
such predictive analytics, time series analysis is used, where the data points are illus-
trated at successive time intervals. Using this technique, one can predict future events 
by analysing past trends and further extrapolating them.

Figure 1 shows a general workflow of the predictive model for Time Series Analysis. 
Considering the situation of Covid-19, the usual approach would be to gather a dataset 
relating to one of the use cases for predictive analysis, like forecasting the number of 
Covid-19 cases in the upcoming period. After the application of certain pre-processing 
on the data, typically, an exploratory analysis with data visualization is done to under-
stand the data in a better way. With the comprehension of data, the relevant and most 
significant information is captured in feature engineering and then utilized to train the 
model, in the case of CNN-based models. Further, after model evaluation, the model is 
set to predict the future.

iJOE ‒ Vol. 19, No. 07, 2023 161



Paper—Time Series Analysis with Systematic Survey on Covid-19 Based Predictive Studies During…

Fig. 1. Predictive model for time series analysis

2	 Literature survey

2.1	 Review of research activities

The pandemic has led various researchers worldwide to perform research based on 
different aspects and outcomes of the Covid-19 pandemic. The study focuses on show-
casing the predictive analysis on Covid-19 during the pandemic (2020–2022) as shown 
in Table1. The global COVID-19 outbreak has resulted in a catastrophic loss of life 
and poses an unprecedented threat to food systems, global health, and the workplace 
[10–11]. Tens of millions of people experience abysmal poverty, and the number of 
undernourished people, which is presently projected to be close to 690 million, might 
climb by as many as 132 million by the end of every year. Rajaraman et. al expressed 
that that the epidemic has wreaked havoc on the economic structure [18]. Over half of 
the world’s 3.3 billion employees’ jobs are under peril.

There are numerous studies [2, 4, 6, 8, 15, 21–25, 27, 33, 37, 44–46, 50–51, 53] 
that have presented predictive models for various problems laid by the Covid-19 pan-
demic. Some of them include predicting the severity of the infection, understanding the 
patients’ recovery rate, forecasting the Covid-19 spread worldwide, respiratory decom-
pensation, etc. Deep learning techniques have become more popular in recent years, 
radically changing the landscape of several academic disciplines. Many researchers 
have opted for image processing-based andmachine/deep learning-based approaches 
[3, 5, 7, 11, 18, 32, 34, 36, 52] to obtain results for prediction and classification prob-
lemssincethesetechniques may minimise baseless and adverse errors in the detection 
and diagnosis of Covid-19, providing a new potential to serve patients with rapid, inex-
pensive, and safe diagnostic services. Some research is done on molecular docking 
[1, 26] and a thorough risk assessment of Covid-19 [24]. It is also interesting to know 
that there are some views on how emerging technologies like the Internet of Things 
(IoT) [4, 10, 19] can aid in addressing Covid-19 related issues. Collectively, a lot of 
review studies have given a clear picture of Covid-19 and how it can be tackled with 
the help of technology [9–10, 12–14, 16, 20, 28–31, 35, 38].
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Table 1. Overview of research areas

Ref. Papers Area of Research

[2, 4, 6, 8, 15, 21–25, 27, 33, 37,  
44–46, 50–51, 53]

Machine learning-based approach for prediction/
classification problems

[3, 5, 7, 11, 18, 32, 34, 36, 52] Different deep learning/image processing methods for 
dealing with issues related to Covid-19

[1, 17, 26] Molecular Docking

[24] Risk assessment of Covid-19

[4, 9–10, 12–14, 16, 20, 28–31, 35, 38] Reviews on emerging technologies

2.2	 Scopus bibliography analysis

This study is limited to the research work accepted by Scopus [39] and thus, giving 
the scope of availing the Scopus search engine.

Preliminary data collection. A bibliometric review gives brief insights about the 
recent research work done in the considered subject area. In this survey, the attention 
is on predictive analyses based on Covid-19 done during the pandemic. The Scopus 
search engine helped capture information using some momentous keywords listed 
in the upcoming sub-section. The publications are filtered using these keywords to 
obtain desired results. Further, the paper presents a graphical analysis based on various 
parameters.

Momentous keywords. “Covid-19” and “Prediction” are the primary keywords 
required to search. The secondary keyword is “Pandemic”, with the limit to the subject 
area of “Computer Science”. Table 2 shows this information.

Search Query is formulated like:

(TITLE-ABS-KEY (Covid-19 AND Prediction)) AND (Pandemic) AND
(LIMIT-TO (SUBJAREA, “COMP”))

Table 2. Designed search scheme for keywords

Essential Keywords (AND) “Covid-19” and “Prediction”

Subordinate Keyword (AND) “Pandemic”

Limit To (AND) SUBAREA, “COMP”

Search results. The initial search using primary keywords filtered out 4,367 publi-
cations. Figure 2 shows the graph of the year-wise publications generated by this query 
between 2020 to 2022, and Table 3 tabulates the same.

iJOE ‒ Vol. 19, No. 07, 2023 163



Paper—Time Series Analysis with Systematic Survey on Covid-19 Based Predictive Studies During…

Fig. 2. No. of publications over 2020–2022 for the initial query
Source: http://www.scopus.com (September 2021).

Table 3. No. of publications year-wise for the initial query

Year of Publication Number of Publications

2022 35

2021 2516

2020 1816

TOTAL 4367

With the final query, 919 publications are filtered for 2020–2022, as shown in 
Figure 3 and Table 4.

Table 4. No. of publications year-wise for the final query

Year of Publication Number of Publications

2022 25

2021 610

2020 284

TOTAL 919

Fig. 3. No. of publications over 2020–2022 for the final query
Source: http://www.scopus.com (September 2021).
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Geographical analysis. There are many publications submitted on this area of study 
from various countries over the world. The countries leading in this aspect are India (251), 
the United States (155), China (112), followed by Saudi Arabia (67), and the United 
Kingdom (54). Figure 4 shows the top 10 countries that have the most publications.

Fig. 4. Publications by countries survey
Source: http://www.scopus.com (September 2021).

Fig. 5. Publications by document type survey
Source: http://www.scopus.com (September 2021).

Document type survey. Figure 5 demonstrates the percentage of research pub-
lished in various documents like articles, conference papers, book chapters, reviews, 
conference reviews, etc. Most of the work is published as articles, with a publication’s 
percentage of 55.4%, followed by Conference Papers at 32.1%. Notes, editorials, and 
letters take up 0.1% of the whole.
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Subject area-wise analysis. Although the search is filtered to focus on “Computer 
Science, yet there are related subject areas like Mathematics, Engineering, Decision 
Sciences, and so on to support it. The subject-wise analysis reveals the connection 
among the subject areas. Figure 6 depicts the number of research papers published 
based on these subject areas.

Fig. 6. Publications by subject area survey
Source: http://www.scopus.com (September 2021).

Fig. 7. Review of publications in view of affiliations
Source: http://www.scopus.com (September 2021).

166 http://www.i-joe.org

http://www.scopus.com/
http://www.scopus.com


Paper—Time Series Analysis with Systematic Survey on Covid-19 Based Predictive Studies During…

Affiliations analysis. There are a lot of benefactions from various universities 
worldwide. It is admirable that the researchers have continued their search for the 
unknown even in these difficult times of pandemic. The King Abdulaziz University has 
provided a generous contribution among the top 10 universities, as noticed in Figure 7.

Sources analysis. The overall submissions in IEEE Access are more than the other 
journals/conferences when analysed based on their source of publication. Figure 8 
shows the year-wise analysis, and Table 5 depicts the total submissions for the top 5 
publishers.

Table 5. No. of submissions in top 5 sources

Sources Number of Submissions

IEEE Access 31

Computers Materials and Continua 27

Computers In Biology and Medicine 24

Lecture Notes in Networks and Systems 24

ACM International Conference Proceeding Series 22

Fig. 8. Documents by sources survey
Source: http://www.scopus.com (September 2021).

Author – wise publications analysis. Figure 9 shows the top 10 authors who 
contributed the most to the data accessed from the Scopus search engine. Author 
Al-Turjman, F. has seven documents to his name on Covid-19 based predictive studies 
done during 2020–2022, which is the largest number of sole contributions.
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Fig. 9. Review in light of author-wise publications
Source: http://www.scopus.com (September 2021).

Citation analysis. The citation refers to other researchers’ work published in a book, 
journal, article, or research paper. The citation analysis shows the frequency of men-
tions of a research document. Citation is done as per its relevance and signifies its 
influence on the researchers’ study.

Figure 10 shows year-wise citations for various research documents. The citation 
count in 2020, 2021, and 2022 is 477, 2566, and 47, respectively. Figure 11 illustrates 
the information of the top 10 publications in increasing order of their citation count.

Fig. 10. Review of papers being cited per annum
Source: http://www.scopus.com (September 2021).
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Fig. 11. Citation analysis – top 10 publications
Source: http://www.scopus.com (September 2021).

2.3	 Network analysis

Network analysis depicts the visualization of the datagraphically. The nodes are the 
data points (variables) displayed in the graph plot, and the edges exhibit the relationship 
between the nodes. There are various tools to create the network graphs for analysis 
like ScoNetV, Cuttlefish, Sciencescape, Gephi, and VOS viewer. The tool used in this 
survey is VOS viewer [40]. Figures 12, 13 and 14 are some network analyses visualiza-
tions created from extracted data of Scopus using different parameters. These visualiza-
tions are laid out using several layout algorithms and manual adjustments.

Network analysis on keywords. Figure 12 depicts the network-based analysis for 
the Cluster of Co-occurrence of Author keywords. Here, the assumed minimum number 
of occurrences of a keyword is 5. 96 keywords out of 2354 meet the threshold. The rep-
resentation of the cluster contains 63 items and 8 clusters that depict the co-occurrences 
of authors’ keywords. As per observation, the keywords having the maximum number of 
occurrences are Covid-19, deep learning, machine learning, and artificial intelligence.

Fig. 12. Clustered representation of concurrence of author keyword
Source: http://www.scopus.com (September 2021).
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Country-wise network analysis. Figure 13 depicts the representation in view of the 
various countries that contributed immensely to the said research area. The supposed mini-
mum number of documents per country is 5. 46 countries out of 136 satisfied the threshold 
value. Representation of the cluster consists of 46 items and 7 clusters that represent the 
country-wise contribution to the research. As per the generated network analysis graph, 
most contributions are from India, followed by the United States, China, and Saudi Arabia.

Fig. 13. Network representation diagram in view of countries who contributed to this domain
Source: http://www.scopus.com (September 2021).

Fig. 14. Network of extracted data from the title and abstract field
Source: http://www.scopus.com (September 2021).
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Figure 14 shows the representation in view of the data extracted from the title and 
abstract. The keywords covid, pandemic, model, data, case, number, the spread is the 
most prominent in the network and aligned to the momentous keywords.

3	 Time series analysis using enhanced  
machine learning techniques

Various services and applications in real-world settings have used machine learning 
techniques. Applications in disease and healthcare analytics, such as coronavirus dis-
ease identification and predictive analytics, are among them. Via the above-mentioned 
extensive literature survey, a few notable and commonly used algorithms to perform a 
time series analysis are elaborated with their usages on different Covid-19 datasets in 
this section.

3.1	 Recurrent Neural Network (RNN)

One of the types of Artificial Neural Networks (ANN) is Recurrent Neural Networks 
(RNN). Although RNN has a broad scope of usage, here, we specify its ability to anal-
yse sequential or time-series data [41]. RNN relies on the previous elements within the 
sequence to obtain the output, while conventional Deep Neural Networks (DNN) expect 
that information sources are autonomous of the resultant. While approaching occasions 
would likewise help with deciding the result of a given arrangement, unidirectional 
recurrent neural networks can’t represent these occasions in their anticipation. RNN is 
considered to have exceptional potential in time-series forecasting due to its ability to 
save extensive past information in its internal state. However, it has the restrictions of 
vanishing, and gradient-exploding issues, which leads to an ineffective practiceor pro-
longed practice period. Hence, RNN has different variants amongst, which are the Long 
short-term memory (LSTM), Bidirectional Recurrent Neural networks (BRNN), and 
Gated recurrent units (GRUs). [44, 45, 50, 53] have used RNN/LSTM to experiment 
with various Covid-19 use cases.

3.2	 ARIMA

An ARIMA, i.e., Auto-Regressive Integrated Moving Average, model demonstrates 
a time series based on its previous data, i.e., the model’s equation is constructed with 
its own lags and lagged prediction errors. This model consists of three terms, p (order 
of AR term), d, and q (order of MA term). The term d makes the time series stationary. 
The term d makes the time series stationary. It determines the number of differences 
required [42, 44, 46].

In a pure AR (Auto-Regressive) model, Yt, depends on the lags, giving us the first 
half of the equation [44].

	 Y Y Y Yt t t p t p= + + + + +− − −α β β β1 1 2 2 1  	 (1)
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Here, the ‘lags of Yt’ are a function of Yt. For instance, the first lag is Yt–1 in the series, 
with β1 as its coefficient, which the model calculates. α is the intercept term that the 
model also intercepts.

Similarly, the equation of a pure MA (Moving Average) model gives the second 
half of the final equation, where Yt is solely dependent on the lag in forecast errors, as 
shown below. Here, the error terms from the autoregressive models are the errors of the 
individual lags’.

	 Yt t t q t q= + + + + +− − −α ϕ ϕ ϕ   1 1 1 2 2  	 (2)

The errors ϵt and ϵt–1 can be expressed as follows:

	 Y Y Y Yt t t= + + + +− −β β β1 1 2 2 0 0 1  	

	 Y Y Y Yt t t t− − − −= + + + +1 1 2 2 3 0 0 1β β β  	 (3)

So, the equation for the final ARIMA is:

	
Y Y Y Yt t t p t p

t t q t q

= + + + + +

+ + + +
− − −

− − −

α β β β

ϕ ϕ ϕ
1 1 2 2 1

1 1 2 2







  
	 (4)

Experimentsperformed by [46, 51, 53] to predict the vaccination ratesand infected/
death casesfor variouscountries using ARIMA and SARIMA models.

3.3	 SARIMA

The SARIMA, i.e., Seasonal ARIMA, and SARIMAX, i.e., Seasonal ARIMA with 
“eXogenous” factors models, are the extensions to the ARIMA model. The hardship 
with the basic ARIMA model is that the seasonality factor isn’t taken into consider-
ation. A seasonal differencing model, such as SARIMA or Seasonal ARIMA is used 
when a time series exhibits seasonal patterns. Differencing in the seasonal model is 
analogous to regular differencing, where a value is subtracted from the prior season 
instead of deducting the consecutive terms. Hence, SARIMA is defined as SARIMA 
(p, d, q) x (P, D, Q) [44]. Here, the terms P, D are the order of SAR and Q is the SMA 
seasonal differencing terms’ order. The frequency of the time series is denoted by ‘x’. 
Set D = 1 if the model has apparent seasonal patterns for a given frequency ‘x’.

3.4	 Regression analysis

One of the popular statistical techniques is Regression analysis. This technique helps 
establish an association between two variables. In Linear Regression, two factors are 
connected by an equation where the exponent of the two factors is 1. When plotted 
as a chart, a linear relationship addresses a straight line numerically. In a non-linear 
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relationship, a bend is framed as the exponent of any factor that is not equivalent to one. 
The accompanying, condition 5, is the overall numerical condition for linear regression.

	 P = aq + b	 (5)

In the equation (5), P is the dependent (response) variable, q is the independent 
(predictor) variable, and constants, a and b are known as coefficients. Equation (6) 
represents the formula for the loss function of the linear regression model.

	 L b aqi pis
i

n

= + −
=
∑12 0

2( ) 	 (6)

Extreme gradient boosting (XGBoost) and xtremely boosted network (XBNet) 
regressor. XGBoost is an efficient and effective gradient boosting algorithm implemen-
tation. The purpose of regression predictive modelling issues is to forecast a numerical 
value, such as a dollar amount or a height. XGBoost can be utilised immediately for 
regression predictive modelling [47].

XBNet is an open-source project built with PyTorch that aims to create a robust 
architecture by combining tree-based models and neural networks. Its advantages 
include high performance, accelerated training, and faster inference speed. Its rapid 
prototyping capabilities make this simple to implement [48].

3.5	 Application of various algorithms for COVID-19 data analysis

A lot of problems had been introduced during the pandemic period which led an 
opportunity for researchers from around the world to ponder upon them and come up 
with effective solutions. In this section, few of these use cases have been discussed. 
K. Rajeswari et. al [44] have provided the comparative findings of variousdeep learn-
ing and statistical methods for predicting Covid-19 cases. Traditionally, the long-term 
performance of deep learning models is typically better than that of statistical models. 
Hence, the author has aligned their observations regarding statistical and deep learning 
methods with the same notion. Here, it is discussed; those statistical models tend to get 
outperformed by deep learning models in the long term via their results. On average, 
statistical methods like SARIMA and Linear Regression (LR) were better for forecast-
ing one day and seven days, respectively, that is, they could perform better predictions 
for fewer days. On the other hand, the deep Learning method, LSTM, forecasted for 
a greater period like one month and tended to be more consistent. Table 6 shows the 
comparative analysis of RMSE values based on time span of one-day, seven-day, and 
one-month for linear regression, ARIMA, SARIMA, and LSTM on the JHU dataset. 
Figure 15 illustrates the graphical representation of Table 6. Figure 16 illustrates the 
prediction of Covid-19 cases using Long Short-Term Memory from October 25th to 
November 25th, 2021. These predictions indicate that the RMSE (Root Mean Square 
Error) for one-day is 1.95E+03, while for seven-day and one month is 1.48E+03 and 
1.41E+03, respectively.
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Table 6. No. of submissions in top 5 sources

Fig. 15. Time series analysis for daily cases

Fig. 16. Time series analysis comparison of different algorithms [44]
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On similar lines, Kumar RL et. al [50] employed anIndianCOVID-19 casesdataset 
from Kaggle to predict the rate of COVID-19cases in future. They have proposed a deep 
learning-based prediction method for predicting COVID-19confirmed and death cases. 
The modified-LSTM model was used to forecast the same. The predicted outcomes 
were then optimized using DRL made based on the symptoms. Figure 17 depicts their 
results of confirmed and death cases estimated for next 15 days. This model is named 
MLSTM-DRL and is compared with Logistic Regression (LR) and LSTM using Mean 
Absolute Error (MAE) and Root Mean Square Error (RMSE). Based on the results, 
the suggested MLSTM-DRL shows the lowest error rate, whereas Logistic Regression 
(LR) has a higher error rate. Figure 18 shows the comparison of assessment metrics 
values for the algorithms in consideration.

As discussed above, there are various statistical techniques to perform time series 
analysis like ARIMA/SARIMA. Amulya Maitre et. al [46] showcased the use of these 
algorithms to predict the vaccination rates in India for next 30 days based on number 
of people vaccinated amongst 100 people. Here, the easily accessible vaccination data 
is utilized from https://ourworldindata.org/coronavirus-source-data. The sample results 
for India are shared below in Figure 19 [46].

Fig. 17. Comparison of MLSTM-DRL with logistic regression and LSTM [50]

Fig. 18. Comparison of MLSTM-DRL with logistic regression and LSTM [50]
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Fig. 19. a) ACF and PACF plots based on the vaccination data

Fig. 19. b) Results of the models after application on the dataset
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Fig. 19. c) Forecast of vaccination rate for India

Another application of XGBoost Regressor and XBNetRegressor models was iden-
tified on Kaggle. Figure 20 (a–d) shows Covid-19 cases analysis of COVID-19 data-
set of India taken from Kaggle website for “Confirmed”, “Cured” and “Deaths” cases 
respectively [43]. Figure 21 shows F-score generated using XGBoost model for Cured 
and Death cases and Figure 22 shows the XBNetRegressor Accuracy and loss for the 
COVID-19 India dataset from the Kaggle site [43].

Fig. 20. Covid-19 cases analysis of COVID-19 dataset of India taken from Kaggle
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Fig. 21. F-score generated using XGBoost model for cured and death cases [43]

Fig. 22. XBNetRegressor accuracy and loss for Covid-19 India dataset [43]

Fig. 23. Accuracy comparison between XGBoost and XBNetRegressor  
for the Covid-19 India dataset [43]
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Figure 23 shows an accuracy comparison between XGBoost and XBNetRegressor 
for the covid-19 India dataset [43]. The results show that XBNet regressor outperforms 
the XGBoost Regressor.

There is much more research work that similarly shows predictive analysis on differ-
ent Covid-19 datasets to address various use cases. The significant observation is that 
research is not just limited to statistical algorithms but has also extended to the usage of 
various deep learning approaches to consume their abilities. This deduces the fact that 
machine learning and deep learning methods are as applicable in the medical domain 
as in any other field of research.

4	 Conclusion and future scope

As a result of this systematic survey and bibliometric study, we conclude that the 
research on Covid-19 drastically increased through the pandemic where India is leading 
in the Covid-19 research for predictive analytics. During the pandemic era, extensive 
research was evolving around medical science, which benefitted humankind in this 
disaster. However, to understand the catastrophic situation, some studies shed light on 
various predictive analyses possible in that scenario. In the same context, several topics 
are either unturned or least researched. This survey highlights that the areas like the 
internet of things, epidemiology, transfer learning, big data, etc., are identified as least 
studied. The extension of such research work leads to endless possibilities for explora-
tion. This bibliometric study illustrates statistics under various categories, which could 
be helpful for future research in this aspect. Furthermore, few prior works used for 
predictive analysis with a quantitative angle on their algorithms are presented in this 
paper. This highlights the usage of different Time Series Analysis algorithms applied 
on various Covid-19 datasets identified based on use cases identified under Covid-19 
circumstances.

Furthermore, as described in this study, Covid-19 impacted many work streams, 
hence, the probable future scope would be to determine how Covid-19 has affected 
work sectors like education or industries for predictive analysis. Also, studies high-
lighting symptoms post virus infection with its controlling measures can be carried 
forward.
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