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Abstract—Recent years have seen widespread application of crowd counting 
and detection technology in areas as varied as urban preventing crime, station 
crowd statistics, and people flow studies. However, getting accurate placements 
and improving audience counting performance in dense scenes still has chal-
lenges, and it pays to devote a lot of effort to it. In this paper, crowd counting 
models are proposed based on the YOLOv5 algorithm, and four YOLOv5 models 
(YOLOv5l, YOLOv5m, YOLOv5s, YOLOv5x) were built for the purpose of 
comparing the models and increasing the accuracy of crowd identification as 
each model contains certain characteristics such as Filter sizes. Each model was 
trained on a human dataset (indoor and outdoor) for the purpose of comparing 
the results of each model and showing which model reaches higher accuracy in 
detecting people. Through this study and practical experiments conducted on each 
model, it was found that the best model is YOLOv5x, and YOLOv5l, where the 
accuracy of detecting humans reached more than 96%, while YOLOv5s reached 
more than 92%, and YOLOv5m reached the lowest accuracy, which is 91%.
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1 Introduction

In recent years, computer vision has been used to count dense crowds. It can be used 
to estimate the size of political rallies, civil unrest, social and sporting events, etc., as 
well as to count the number of participants. Crowd counting methods also offer signif-
icant potential to perform similar tasks in other fields, such as traffic congestion esti-
mation [1], cell and bacterial count from microscopic imaging [2], and animal crowd 
estimations for ecology surveys [3], to name a few. Perspective effects and occlusions 
between each other can make them look very different in shape, size, and appearance in 
the images. During the last ten years, a number of algorithms [4] for counting crowds 
have been proposed in the literature. In recent times, methods for counting crowds that 
use Deep Learning algorithms have come a long way [5–8]. The best approaches rely 
on density map estimating, which predicts a density map for the input data and sums it. 
The best approaches rely on density map estimating, which predicts a density map for 
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the input data and sums it.The current gold standard for making use of these annota-
tions is to create a “ground truth” by transforming the point annotations for each train-
ing image, and then regress each pixel in the density map to train a YOLO model [9]. 
The performance of a YOLO model is dependent on the quality of the “ground-truth” 
density maps obtained under these conditions [10].

2 Related works

The most common related works in crowd detection and counting in literatures are:

In 2022 [11], offer a deep neural network architecture for multi-view crowd count-
ing, which integrates information from numerous camera perspectives to forecast 
a scene-level density map in three – dimensional. Take into consideration the 
following three variations of the fusion structure: the late fusion design fuses the 
camera-view density map; the naive early fusion design fuses the camera-view 
feature maps; and the multi-view multi-scale early fusion design makes sure that 
features aligned to the identical ground-plane point have consistent scale items. In 
addition, feature rotation alignment consistency is guaranteed by a rotation selec-
tion module. All three of our fusion models are put to the test on three different 
multi-view counting data – sets: PETS2009, DukeMTMC, and a freshly obtained 
dataset that contains a crowded intersection. Compared to previous multi-view 
counting standards, the results achieved by these methods are state-of-the-art.

In 2021 [12], crowd counting will be necessary in a variety of scenarios where it has tradi-
tionally been conducted using approximate (manual) estimates and measurements. 
If we use deep learning, we can fix this problem. Recent crowd counting methods 
typically utilize deep convolutional neural networks (CNNs) with tens of millions 
of parameters to create pixel-wise density maps. These models necessitate high- 
performance GPUs for training, inference and usage. Since smart devices like 
surveillance camera, mobiles, and Internet of things devices have limited pro-
cessing capabilities, it is challenging to distribute these models to them. This 
work provides a novel approach to this problem with three essential components: 
feature fusion, Bayesian Loss, and datasets with bounding-box annotations to 
improve the efficiency of the crowd counting task.In order to improve the effec-
tiveness of the crowd counting task, this study suggests a new approach based 
on three essential aspects: feature fusion, Bayesian Loss, and datasets making 
use of bounding-box annotations. According to the results of the experiments, 
the suggested method may not only allow real time in edge devices with limited 
processing capability, but also deliver accuracy comparable to the most recent 
deep learning algorithms.
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In 2020 [13],many places still use old-fashioned ways to count crowds, such as 
keeping registers, using people counters, and using sensors at the entrance. The 
areas with fully random, highly variable, and dynamic human movement are not 
suitable for these techniques. In addition to being laborious, these procedures take 
a lot of time. The proposed method was created for times when rapid evacuation 
is necessary, such as during fires, natural disasters, and other similar scenarios, as 
well as making intelligent decisions based on the amount of people, such as food, 
water, congestion detection, etc. A system based on a deep convolutional neural 
network (DCNN) can be utilized for near-real-time crowd counting. The system 
utilizes the NVIDIA GPU processor and the parallel computing framework to 
provide rapid and agile processing of a camera’s video feed. This study helps 
build a CCTV head detection model. The model is trained using overlapping 
heads, partial head visibility, etc. This technique accurately estimates headcount 
in dense populations in less time. This technique accurately estimates headcount 
in dense populations in less time.

In 2020 [14], major events have occurred in our world recently that have brought 
more attention to the significance of automatic crowd scene analysis. When a 
large number of people congregate in one place, as in the case of the COVID-19 
breakout or a public event, it is necessary to have an automated system in place 
to monitor the area’s inhabitants and ensure their safety. Heavy occlusion, com-
plex behaviors, and changes in posture make analyzing crowd scenes extremely 
difficult. This research examines approaches for understanding congested scenes 
based on deep learning. The studied methods are divided into two categories: 
(1) crowd counting and (2) crowd action recognition.  furthermore, databases of 
crowd scenes are investigated. In addition to the surveys mentioned previously, 
this research presents an evaluation score for crowd scene analysis techniques. In 
crowd scene videos, this measure estimates the discrepancy between the calcu-
lated and actual crowd counts.

3 Dataset description

In proposed work used dataset was download from internet. Dataset named (Human 
Detection Dataset) and download link is: https://www.kaggle.com/datasets/constan-
tinwerner/human-detection-dataset This dataset consists of two classes which are 
(no humans, and humans). Dataset consists of 921 images (indoor, and outdoor).
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a. No human class contains 362, Figure 1 illustrate samples of no human class.

Fig. 1. Samples of No-Human class

b. human class contains 559 images. Figure 2 illustrate samples of human class.

Fig. 2. Samples of human class

In proposed work split the dataset into two parts (70% of dataset for training, and 
30% for validation).
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4 YOLOv5 Architectures 

YOLOv5 algorithm is trained on the (human detection dataset). At first dataset was 
preparing by annotation human objects from images of (human class) then train algo-
rithm. In this paper used YOLOv5 architecture consists of 24 layers in additional to 
detection layer, Figure 3 illustrate YOLOv5 architecture. 

Fig. 3. YOLOv5 architecture
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Four models of a YOLOv5 algorithm were built which are:

4.1 YOLOv5s

This model consists of 25 layers and in each layer the image is scaled in addition to 
extracting the features using certain mask sizes. Table 1 illustrate algorithm layers and 
specification.

Table 1. YOLOv5s layers and specifications

Part Layer Specifications

Backbone

Conv [3,32,6,2,2]

Conv [32,64,3,2]

C3 [64,64,1]

Conv [64,128,3,2]

C3 [128,128,2]

Conv [128,256,3,2]

C3 [256,256,3]

Conv [256,512,3,2]

C3 [512,512,1]

SPP [512,512,5]

Neck

Conv [512,256,1,1]

Upsampling [2,‘nearest’]

Concat [1]

C3 [512,256,1]

Conv [256,128,1,1]

Upsampling [2,‘nearest’]

Concat [1]

C3 [256,128,1]

Conv [128,128,3,2]

Concat [1]

C3 [256,256,1]

Conv [256,256,3,2]

Concat [1]

C3 [512,512,1]

Head Detect [1]
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4.2 YOLOv5m

This model consists of 25 layers also but have different specifications of layers. 
Table 2 illustrate algorithm layers and specification.

Table 2. YOLOv5 m layers and specifications

Part Layer Specifications

Backbone

Conv [3,48,6,2,2]

Conv [48,96,3,2]

C3 [96,96,2]

Conv [96,192,3,2]

C3 [192,192,4]

Conv [192,384,3,2]

C3 [384,384,6]

Conv [384,768,3,2]

C3 [768,768,2]

SPP [768,768,5]

Neck

Conv [768,384,1,1]

Upsampling [2, ‘nearest’]

Concat [1]

C3 [768,384,2]

Conv [384,192,1,1]

Upsampling [2, ‘nearest’]

Concat [1]

C3 [384,192,2]

Conv [192,192,3,2]

Concat [1]

C3 [384,384,2]

Conv [384,384,3,2]

Concat [1]

C3 [768,768,2]

Head Detect [1]

100 http://www.i-joe.org



Paper—Comparison YOLOv5 Family for Human Crowd Detection

4.3 YOLOv5l

This model consists of 25 layers. Table 3 illustrate algorithm layers and specification.

Table 3. YOLOv5l layers and specifications

Part Layer Specifications

Backbone

Conv [3,32,6,2,2]

Conv [32,64,3,2]

C3 [64,64,1]

Conv [64,128,3,2]

C3 [128,128,2]

Conv [128,256,3,2]

C3 [256,256,3]

Conv [256,512,3,2]

C3 [512,512,1]

SPP [512,512,5]

Neck

Conv [512,256,1,1]

Upsampling [2,‘nearest’]

Concat [1]

C3 [512,256,1]

Conv [256,128,1,1]

Upsampling [2,‘nearest’]

Concat [1]

C3 [256,128,1]

Conv [128,128,3,2]

Concat [1]

C3 [256,256,1]

Conv [256,256,3,2]

Concat [1]

C3 [512,512,1]

Head Detect [1]
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4.4 YOLOv5x

This model consists of 25 layers and in each layer the image is scaled in addition to 
extracting the features using certain mask sizes. Table 4 illustrate algorithm layers and 
specification.

Table 4. YOLOv5x layers and specifications

Part Layer Specifications

Backbone

Conv [3,32,6,2,2]

Conv [32,64,3,2]

C3 [64,64,1]

Conv [64,128,3,2]

C3 [128,128,2]

Conv [128,256,3,2]

C3 [256,256,3]

Conv [256,512,3,2]

C3 [512,512,1]

SPP [512,512,5]

Neck

Conv [512,256,1,1]

Upsampling [2,‘nearest’]

Concat [1]

C3 [512,256,1]

Conv [256,128,1,1]

Upsampling [2,‘nearest’]

Concat [1]

C3 [256,128,1]

Conv [128,128,3,2]

Concat [1]

C3 [256,256,1]

Conv [256,256,3,2]

Concat [1]

C3 [512,512,1]

Head Detect [1]
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5 Experimental results

For the purpose of testing the proposed models of the YOLOv5 algorithm, a (human 
detection) dataset was used and the models was trained to detect people and compari-
son between results of each model and as a following:

A. YOLOv5l: the accuracy results of this model arrived to 96.41% for training data, 
and 97.54% for validation data. Figure 4 illustrate results of YOLOv5l model.

Fig. 4. Results of YOLOv5l model

B. YOLOv5m: the accuracy results of this model arrived to 90.96% for training data, 
and 97.51% for validation data. Figure 5 illustrate results of YOLOv5m model.

Fig. 5. Results of YOLOv5m model
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C. YOLOv5s: the accuracy results of this model arrived to 93.22% for training data, 
and 95.14% for validation data. Figure 6 illustrate results of YOLOv5s model.

Fig. 6. Results of YOLOv5s model

D. YOLOv5x: the accuracy results of this model arrived to 96.53% for training data, 
and 97.56% for validation data. Figure 7 illustrate results of YOLOv5l model.

Fig. 7. Results of YOLOv5x model
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Through previous experiments, conclude that the YOLOv5x model has reached a 
higher accuracy than the rest in training and testing, and the results can be summarized 
in Table 5.

Table 5. Summary of models results

YOLOv5l YOLOv5m YOLOv5s YOLOv5x

Train box loss 0.0189 0.0213 0.0269 0.0183

Train object loss 0.023 0.023 0.031 0.020

Train CLS loss 0.0041 0.0048 0.0588 0.0038

Precision 0.9641 0.9096 0.9322 0.9653

Recall 0.9354 0.9454 0.9114 0.9493

Validation box loss 0.0127 0.0221 0.0235 0.0150

Validation object loss 0.0013 0.0143 0.0175 0.0115

Validation CLS loss 0.0017 0.0019 0.0018 0.0013

mAP_0.5 0.9754 0.9751 0.9514 0.9756

mAP_0.5: 0.95 0.8835 0.8639 0.7854 0.8971

6 System testing

For the purpose of evaluating the system, a database called (Crowd-UIT) was used. 
This database of data contains ten videos that were taken in different places, and it was 
concluded that the system achieved accuracy in identifying and counting people up to 
more than 91 percent. Figure 8 illustrate samples of proposed system crowd detection, 
Table 6 illustrate system evaluation for all dataset videos.

Fig. 8. Crowd detection results
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Table 6. Proposed system evalution 

Video Size Number of Person in Video Number of Detection Accurecy

1 1280 × 720 79 74 0.9367

2 1280 × 720 65 61 0.9385

3 1280 × 720 224 207 0.9241

4 1920 × 1080 565 543 0.9611

5 1920 × 1080 570 523 0.9175

6 1920 × 1080 207 186 0.8986

7 1920 × 1080 114 102 0.8947

8 1920 × 1080 170 158 0.9294

9 1280 × 720 72 67 0.9305

10 1280 × 720 72 65 0.9028

7 Conclusions

There are many conclusions that the research reached through many practical exper-
iments that were conducted on the subject of detecting people, especially in crowded 
places. During this paper, the YOLOv5 family was tested, during which four models 
of the YOLOv5 algorithm were trained for the purpose of measuring the accuracy of 
each model in detecting people. From these tests can conclude that the highest accuracy 
reached by the model YOLOv5x, where this model reach accuracy 96.53 in training and 
97.56 in testing as Table 5. The reason that the accuracy of the model is more than the 
rest of the models is that the sizes of the filters were very suitable for identifying people 
when trying them on photos or videos. When using a dataset (Crowd-UIT) which con-
tains ten videos, the accuracy of identifying people has reached 92.34% as in Table 6.
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