
iJOE | Vol. 19 No. 10 (2023)	 International Journal of Online and Biomedical Engineering (iJOE)	 169

iJOE  |  eISSN: 2626-8493  |  Vol. 19 No. 10 (2023)  | 

JOE International Journal of 

Online and Biomedical Engineering

Ed-dhahraouy, M., Riri, H., Ezzahmouly, M., Elmoutaouakkil, A., Bourzgui, F., Byad, H.E. (2023). Threshold-Based Segmentation for Landmark Detection 
Using CBCT Images. International Journal of Online and Biomedical Engineering (iJOE), 19(10), pp. 169–176. https://doi.org/10.3991/ijoe.v19i10.39489

Article submitted 2023-03-09. Resubmitted 2023-04-27. Final acceptance 2023-04-27. Final version published as submitted by the authors.

© 2023 by the authors of this article. Published under CC-BY.

Online-Journals.org

SHORT PAPER

Threshold-Based Segmentation for Landmark  
Detection Using CBCT Images

ABSTRACT
The aim of this study is to examine the influence of threshold-based segmentation on the 
mean error of automatic landmark detection in 3D CBCT images. A GUI was developed for 
radiologists, allowing manual landmark identification and visualization of CBCT images. After 
a threshold-based segmentation, a semi-automatic algorithm for landmark detection was 
designed using the anatomic definition of each landmark. A step of 50 Hounsfield units was 
used for threshold variation to assess the detection error. 5 CBCT images were used to validate 
the proposed approach. The measurement of error detection for one patient was influenced 
by the threshold variation. For this patient, the error changed from 1.49 mm to 10.32 mm at a 
low threshold value, while for another patient, the error changed from 1.96 mm to 12.28 mm 
at high a threshold value. In a CBCT scanner, the choice of threshold value for segmentation 
can be an important factor in causing error in measurements.
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1	 INTRODUCTION

For many years, radiographs have been considered important for various 
orthodontic applications such as malocclusion, facial structure asymmetry, and 
cephalometric analysis. However, a radiographic image is a 2D representa-
tion of the 3D structure and does not show precise anatomic information, which 
reduces the measurement accuracy. This limitation has been eliminated with the 
introduction of the cone beam computed tomography (CBCT) imaging technique. 
Using CBCT technology allows us to obtain an accurate depiction of the anatomi-
cal configuration. Recently, many research groups have addressed the use of CBCT 
in 3D cephalometry to overcome the limitations of 2D cephalometry [1–3]. A few 
researchers have proposed automatic and semi-automatic algorithms for land-
mark detection in 3D cephalometry [4–7], [9–12]. In the literature, there are three 
main methods employed for automatic 3D cephalometry: model-based [4–5, 7], 
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deep-learning [13], and knowledge-based strategies [6, 9, 12]. Convolutional neural 
networks (CNNs) have shown great potential in medical image analysis, especially 
in landmark detection. CNNs can automatically learn high-level features from 
input images and perform well on new images with similar properties. However, 
the success of CNN-based techniques is heavily dependent on the amount and type 
of training data, network architecture, and optimization algorithm used [14–15].  
No previous work has addressed the influence of threshold-based segmentation 
on the automatic localization of landmarks in 3D cephalometry. In this paper,  
we propose a semi-automatic algorithm for landmark detection and then study the 
impact of the threshold values on the detection error.

2	 MATERIALS AND METHODS

Five mandibles were used in this study. The scan of each mandible was obtained 
by a CBCT scanner (Newtom 3G-QR, Inc., Verona, Italy) for other diagnostic reasons 
independent of this study.

Each 3D dataset was used in digital imaging and communication in medicine 
(DICOM) format with 609 2D slices (512×512 of spatial resolution) and a voxel reso-
lution of 0.3 mm. A user interface tool was used to visualize and render 3D images.  
As stated in a previous study [8], there are many techniques for rendering 3D 
volumes. In this work, we adopted the marching cube as a reconstruction algorithm 
for 3D surfaces. An overview of the proposed methodology is presented in Figure 1.

Fig. 1. Overview of the proposed methodology for landmark detection

2.1	 Automatic landmark detection

Mental foramen (MfR–MfL). The program located the left mental foramen 
(MfL) first, and then, with the same method, the right mental foramen (MfR) was 
detected. For the MfL, the algorithm started with contour detection for each slice 
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in the axial plane on the left side of the seed point. Figure 2 shows an example 
of contour detection with MfL. To detect MfL, the program calculates the distance 
between the y-axis of point (i) and the y-axis of point (i+1) until it finds a negative 
distance, which indicates the existence of MfL.

Fig. 2. Contour detection in the slice that contains MfL

Landmark: Menton (Me), Gnathion (Gn), Pogonion (Pog) and B-point (B). 
These landmarks are located in the midline of the symphysis menti. In order to 
detect the contour of the symphysis menti structure, an operator selects the region 
of interest (ROI) in the midsagittal plane. In our study, a 3D contour was extracted 
and then the 3D coordinates (x, y, and z) of each landmark were generated by the 
algorithm. The detection of the four landmarks is based on the anatomic definition 
of each landmark. Table 1 shows the definitions of all landmarks.

Table 1. Definitions of anatomical landmarks

No. Landmark Definition

1 Menton: Men Menton is the most inferior midpoint of the chin 
on the outline of the mandibular symphysis.

2 Gnathion: Gn Gnathion is the most anterior and inferior point  
on the contour of the mandibular symphysis.

3 Pogonion: Pog Pogonion is the most anterior midpoint of the chin  
on the outline of the mandibular symphysis.

4 B-Point: B B-Point is the point of maximum concavity in the 
mid-line of the alveolar process of the mandible.

5–6 Mental foramen (MfR–MfL) MF is below the apex of the second premolar.

2.2	 Impact of segmentation on error detection

In this section, we describe our method used to investigate the impact of 
threshold-based segmentation on the error detection of the automatic algorithm. 
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Figure 3 presents the algorithm of threshold variation. The reference threshold 
value is critical for segmentation since it separates hard tissue from soft tissue. The 
algorithm took as input the expert threshold (ET), and then a step of 50 HU was 
used for threshold variation. Four steps above and four below the ET were used 
in this study.

Fig. 3. Method used to study the impact of threshold variation

3	 RESULTS

Table 2 shows the error detection for each threshold value. The error presented is 
the average error of the six landmarks detected. The range of threshold variation is 
between ET–200 and ET+200 with a step of 50 HU. The reference threshold selected 
by the expert was 890 HU for all patients.

Table 2. Detection error in mm for each treshold value

CBCT image ET–200 ET–150 ET–100 ET–50 ET ET+50 ET+100 ET+150 ET+200

1 10.32 1.10 1.39 1.33 1.49 1.46 1.55 1.55 1.55

2 2.53 2.09 2.04 1.81 1.92 2.93 2.08 2.16 2.25

3 2.62 2.64 2.64 2.67 2.71 2.78 2.78 2.58 2.58

4 1.89 1.84 1.86 1.90 1.96 1.95 2.25 12.28 12.28

5 2.79 2.83 2.90 3.26 2.97 4.13 4.24 4.23 4.23

Mean Error 4.03 2.10 2.17 2.19 2.21 2.65 2.58 4.56 4.58

These results show no significant difference in error detection between different 
thresholds except for ET–200 in patient 1 and (ET+150, ET+200) in patient 4. 
Figure 4 shows some examples of extracted contours.
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ET ET–200

Patient 1

ET ET+200

Patient 4

Fig. 4. Examples of contour detection by variation in threshold

Figure 4 provides the form of the extracted contour. There is a significant 
difference between the two forms of contours in each patient, which explains the 
difference in error detection in patients 1 and 4.

4	 DISCUSSION

This study aimed at investigating the impact of threshold-based segmentation on 
automatic landmark detection located on the hard tissue of the mandible structure. 
The proposed approach was capable of detecting six landmarks and studying the 
correlation between error detection and the threshold value used for segmentation. 
Table 2 shows that the error in the first CBCT image became higher (10.32 mm) at 
the threshold value ET–200. This error is explained by the appearance of noise in the 
image at a low threshold value. Figure 4 shows the change in the contour form due 
to noise. Figure 5 presents an original slice and the result of segmentation with two 
different threshold values.

Original slice ET ET–200

Fig. 5. Effect of threshold value on the appearance of noise in CBCT image 1
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The higher value of error detection (12.28) for ET+150 and ET+200 in CBCT 
image 4 is attributed to the change in bone structure, as shown in Figure 6. The 
same landmark (Menton) was successfully detected at value ET but disappeared for 
values of ET+150 and higher.

Original slice ET ET+200

Fig. 6. Influence of threshold value on bone structure in CBCT image 4

A few studies have attempted to provide algorithms for automatic or semi- 
automatic landmark detection in 3D cephalometry [4–7], [12–13]. The aim of this 
study is to show the influence of threshold-based segmentation on automatic land-
mark detection. The results of error detection in this study can be compared to the 
results of error detection in previous studies. The range error was between 1.99 mm 
and 3.40 mm in all previous studies, while in the current study, the best mean error 
was 2.10 mm at threshold ET–150 and the worst was 4.58 mm at the extreme thresh-
old value ET+200. Therefore, threshold-based segmentation could be an important 
factor that affects the mean error. The results of this work demonstrated that the 
choice of threshold value for segmentation can be critical in automatic landmark 
detection using a CBCT scanner.

5	 CONCLUSION

The main objective of this study was to examine the threshold value used for seg-
mentation and its impact on the mean error of detection. The finding of the current 
study was that the mean error was significantly higher at some high and low thresh-
old values, even though the algorithm for landmark detection shows consistency for 
some images. To tackle the issue of automation, further research is needed for the 
preprocessing and segmentation of CBCT images.
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