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REVIEW

Metaheuristics: A Review of Algorithms

ABSTRACT
In science and engineering, many optimization tasks are difficult to solve, and the core concern 
these days is to apply metaheuristic (MH) algorithms to solve them. Metaheuristics have gained 
significant attention in recent years, with nature serving as the fundamental inspiration 
where self-organization property led to collective intelligence emerging from the behavior 
of a swarm of birds or colony of insects or more and more natural behavior. These swarms 
or colonies, even with extremely low individual competence, have the ability to accomplish 
many complicated activities that can be considered necessary for their existence. Accordingly, 
many MH algorithms have been developed based on natural phenomena. In this article, an 
analysis review of more than one hundred metaheuristics have been made. Further, the main 
contributions of this article are to give some vital insights about metaheuristics, presenting 
and proposing the general mathematical framework of MH algorithms and dividing it into a 
number of tasks with possible progress for each task. While there are still many open issues in 
this field, it is worth noting that there have been significant advancements in recent years. As 
a result, new algorithms are continuously being proposed to address these challenges.
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1	 INTRODUCTION

The term “optimization” refers to the process of determining the best values for 
various system characteristics in order to complete the system design at the lowest 
possible cost [1] [2]. In general, real-world artificial intelligence and machine learn-
ing applications are unconstrained or discrete [3]. For that reason, finding optimal 
solutions using conventional (classical) methods is difficult. It is worth noting that 
conventional optimization methods have a number of drawbacks and restrictions, 
such as convergence to local optima and an undefined search space [4]. Furthermore, 
they only have a single-based solution. Accordingly, various stochastic methods have 
been designed in recent years to address and overcome these flaws as well as improve 
the performance of various systems and minimize computation costs [5] [6] [7].  
Thus, optimization problems can be found in any scientific subject [8] [9].
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Stochastic algorithms optimize optimization problems randomly. Therefore, 
they intrinsically benefit from higher local optima avoidance compared to con-
ventional optimization algorithms [10] [11]. Stochastic algorithms can be heuris-
tic or metaheuristic. In general, metaheuristic algorithms outperform heuristic 
algorithms. According to [12] “A metaheuristic is formally defined as an iterative 
generation process that guides a subordinate heuristic by combining intelligently 
different concepts for exploring and exploiting the search space. Learning strat-
egies are used to structure information in order to find efficient, near-optimal 
solutions.”

Overall, metaheuristics are problem-independent algorithms used to find approx-
imate optimal solutions to complicated and highly nonlinear optimization problems 
that no deterministic approach is able to handle in an acceptable amount of time [13].

In general, all of these MH algorithms consist of two main components that share 
certain characteristics, such as the search process, which is divided into two phases: 
intensification (exploitation) and diversification (exploration).

Exploitation involves using information obtained from the problem at hand to 
generate new solutions that are better than existing ones. However, this process 
tends to be local in nature, and the information used is also local, such as gradients, 
making it suitable for local search. For instance, hill-climbing employs derivative 
information to guide the search procedure, with new steps always attempting to 
ascend the local gradient. Exploitation often leads to high convergence rates, but it 
may get trapped in a local optimum, as the final solution point heavily relies on the 
starting point [14].

On the contrary, exploration enables more efficient exploration of the search 
space, producing diverse solutions that are distant from current ones, thereby facil-
itating global-scale search. While the primary benefit of exploration is avoiding 
getting trapped in local modes and increasing the accessibility of global optimal-
ity, it has drawbacks such as slow convergence and excessive computational effort, 
as generating many new solutions that are far from the global optimum can be 
wasteful [15].

Thus, a proper equilibrium must be reached for an algorithm to perform well. 
Overemphasis on exploration at the expense of exploitation can cause the search 
path to wonder, resulting in slow convergence. Conversely, overemphasis on 
exploitation at the cost of exploration may lead to quicker convergence but lower 
chances of locating the true global optimum.

To cope with the above issues, some reviews and surveys about MH algorithms in 
the literature have been selected. Some MH algorithms are shown in [16] along with 
an analysis of how they relate to self-organization. Some key problems have to be 
addressed in the future, like the problem of convergence speed. Therefore, to over-
come this problem, the optimization algorithms could be hybridized (combined), 
according to the authors.

Some different examples of SI-based algorithms were highlighted by [17], and 
after that, their key components and traits were studied. Furthermore, the authors 
have underlined some significant concerns and provided some possible solutions. 
The authors expect that a wider range of optimization problems will be solved 
by advancing the state of research on swarm intelligence and nature-inspired 
computation.

Authors in [18] further classified the swarm-based algorithms into animal based 
and insect-based algorithms. Despite the fact that these algorithms have been used 
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in a wide range of different topics, the authors recommend using them in business 
and social science applications. The authors also discussed several less commonly 
known algorithms, such as the glow-worm. However, it should be noted that these 
algorithms have yet to gain widespread adoption in many application-oriented fields.

The authors in [19] had classified the MH algorithms into new-generation algo-
rithms in the authors’ terms or old-generation (i.e., classical algorithms). The key 
elements of the new generation of algorithms have been described in the article, as 
well. It was observed that the majority of MH algorithms of the new generation had 
a significant set of parameters.

The authors in [20] analyze the latest literature on the application of several MH 
algorithms and data envelopment analysis (DEA) to optimization problems. The 
application of MH algorithms in DEA is discussed, as are their applications, the scope 
of activity, and the ideal solution obtained from combining these two methods.

In order to thoroughly examine the similarities and differences between multiple 
MH algorithms, [21] provided an overview of the challenges and future research 
prospects in the field. This was achieved by formalizing a description of eleven MH 
algorithms, which were then tested on benchmark optimization functions to assess 
their accuracy, robustness, and sensitivity to parameters.

Considering the aforementioned overviews of MH algorithms, there is still a need 
to present the most recently developed metaheuristics, defining their working mech-
anisms, highlighting their major challenges, and predicting the future of applicable 
real-world problems.

Contributions of this article are stated as follows:

– We present a comprehensive list of more than one hundred MHAs, and make a 
preliminary analysis of their basic information, which can provide a panoramic 
view for MHAs study.

– Showing in detail the methodology of MHAs by defining their general framework 
and dividing them into a number of tasks.

– We outline the problems and potential solutions facing the entire field of MHAs, 
which might serve as a reference point for future MHAs research.

The review article consists of six sections. The remaining sections include Section 2 
which presents the metaheuristics. Section 3 explains in details the design and the 
general framework of MH algorithms. Some newly developed MH algorithms are 
explained in short in section 4. Section 5 presents the advantages, disadvantages, 
and future directions of MH algorithms. Finally, the discussion of the review is dis-
played in section 6.

2	 METAHEURISTICS

In the literature, MH algorithms can be classed as: population-based versus sin-
gle point search, nature inspired versus non-nature-inspired, static objective versus 
dynamic objective function, and memory use opposed to memory less methods, and 
various neighborhood versus single neighborhood. Consequently, any algorithm 
can be categorized into one of the following groups depending on its source of 
inspiration:
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2.1	 Evolutionary-based	algorithms	(EAs)

Using the principle of survival of the fittest, this is the most prevalent and old-
est sort of metaheuristic, which imitates the evolutionary behavior of organisms 
in nature. EAs begin with some random solutions that, over time and iterations, 
improve the fitness value by creating new solutions and discarding the worst ones. 
Since these algorithms do not rely on any presumptions about the fundamental fit-
ness landscape, they often succeed in locating optimal or near-optimal solutions. 
Table 1 provides a list of EAs.

Table 1. Evolutionary-based algorithms

Algorithm Ref. Inspiration Year

Genetic Programming (GP) [22] Natural selection 1992

Cultural Algorithm (CA) [23] Changes in culture over time 1994

Differential Evolution (DE) [24] The evolutionary theory proposed by Darwin 1997

Grammatical Evolution (GE) [25] Evolutionary process in living organisms 1998

Differential Search Algorithm (DSA) [26] Movement of organisms 2011

Backtracking Search Algorithm (BSA) [27] Memory-based evolutionary principles 2013

Stochastic Fractal Search (SFS) [28] The implementation of fractal concepts 2014

Invasive tumor growth optimization 
algorithm (ITGO)

[29] Inspired by invasive tumor growth. 2015

Tree growth algorithm (TGA) [30] Trees competition for acquiring light and foods 2018

Wildebeests Herd Optimization (WHO) [31] Herding behavior of Wildebeest 2019

Barnacles Mating Optimizer (BMO) [32] Mating behavior of barnacles 2020

Learner Performance based 
Behavior (LPB)

[33] The procedure of admitting high school 
graduates into various university disciplines.

2021

2.2	 Swarm	intelligence-based	(SI)	algorithms

This is the most prominent class of metaheuristics that models the cooperative, 
adaptive, cognitive, and concerted gregarious behavior of natural flocks or commu-
nities. These communities include schools of fish, flocks of birds, flocks of mammals, 
colonies of insects like bees, and numerous flocks of other species of organisms. 
Researchers are becoming more interested in this sort of metaheuristic, which com-
petes heavily with EAs. This category has a wide range of algorithms, with some of 
the most well-known examples presented in Table 2.

2.3	 Natural	science-based	algorithms	(NSAs)

NSAs imitate specific chemical principles or physical processes (e.g., gravity, 
electrical charges, ion motion, river systems, etc.). Table 3 contains some of the most 
prominent examples of NSAs.
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2.4	 Human-based	algorithms	(HBAs)

Human behavior, including non-physical activities like thinking and associated 
societal perceptions, falls under this scope. Researchers’ interest in this category 
of algorithms has increased over the past decade and continues to grow. Different 
methods have been taken in related works; here, we include the most often used 
ones in Table 4.

Table 2. Swarm-based algorithms

Algorithm Ref. Inspiration Year

Ant Colony Optimization (ACO) [34] Colonies of Ants 1991

Particle Swarm Optimization (PSO) [35] Bird Flock 1995

Marriage in Honey Bees Optimization 
Algorithm (MBO)

[36] Behaviors of honey bees 2001

Artificial Fish Swarm Algorithm (AFSA) [37] Swarm of fishes 2003

Artificial Bee Colony (ABC) [38] Foraging behaviors of honey bees 2006

Cat Swarm Optimization (CSO) [39] Tracing and relaxing behaviors of cats 2006

Firefly Algorithm (FA) [40] Flashing techniques of fireflies 2008

Cuckoo Search (CS) algorithm [41] Inspired by cuckoo bird reproduction 2009

Bat Algorithm (BA) [42] Microbat behaviors 2010

Krill herd (KH) [43] Herding behavior of krill 2012

Grey Wolf Optimizer (GWO) [44] Hunting preys 2014

Cuttlefish Algorithm (CFA) [45] Color-changing cuttlefish behavior 2014

Moth-Flame Optimization (MFO) algorithm [46] Transverse orientation of moths 2015

Ant Lion Optimizer (ALO) [47] Hunting activities of antlions 2015

Whale Optimization Algorithm (WOA) [48] humpback whales’ social behavior 2016

Dragonfly Algorithm (DA) [49] Dragonfly behaviors of 
organized swarms

2016

Crow Search Algorithm (CSA) [50] Crows’ intellectual behavior 2016

Lion Optimization Algorithm (LOA) [51] The specialized, unique 
lifestyle of lions

2016

Salp Swarm Algorithm (SSA) [52] Salps foraging in oceans 2017

Grasshopper Optimization Algorithm (GOA) [53] Grasshopper swarm behaviors 2017

Spotted Hyena Optimizer (SHO) [54] Spotted hyena behaviors 2017

Emperor Penguin Optimizer (EPO) [55] Huddling behavior of 
emperor penguins

2018

Coyote Optimization Algorithm (COA) [56] Social organization of the coyotes 2018

Harris Hawks Optimizer (HHO) [57] Cooperative hunting behavior of 
Harris’ hawks

2019

Squirrel search algorithm (SSA) [58] Gliding and foraging behaviors of 
squirrels.

2019

(Continued)
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Algorithm Ref. Inspiration Year

SailFish Optimizer (SFO) [59] Hunting sailfish 2019

Sea Lion Optimization (SLnO) algorithm [60] The habits of sea lions when they 
are hunting

2019

Emperor Penguins Colony (EPC) [61] The emperor penguin’s behavior 2019

Bald Eagle Search (BES) Algorithm [62] Behavior and hunting strategies of 
bald eagles

2020

Red deer algorithm (RDA) [63] Mating behavior of Scottish red deer 2020

Sparrow search algorithm (SSA) [64] Sparrows’ behavior’s 2020

Chimp Optimization Algorithm (ChOA) [65] Sexual motivation of chimps 2020

Mayfly Algorithm (MA) [66] Flight and mating of mayflies 2020

Aquila Optimizer (AO) [67] Hunting behavior of aquila 2021

Seagull Optimization Algorithm (SOA) [68] Feeding and hunting behavior 2021

Red Fox Optimization Algorithm (RFO) [69] Red fox habits 2021

Golden Eagle Optimizer (GEO) [70] Intelligence behavior of golden eagles 2021

Beluga whale optimization (BWO) [71] Behaviors of beluga whales 2022

Giant Trevally Optimizer (GTO) [72] Hunting strategies of giant trevallies 2022

Termite life cycle optimizer (TLCO) [73] Life cycle of a termite colony 2023

Nutcracker Optimization Algorithm (NOA) [74] Intelligent behaviors of nutcrackers 2023

Table 3. Natural Science-based algorithms

Algorithm Ref. Inspiration Year

Simulated Annealing (SA) [75] Annealing procedure 1983

Variable Neighborhood Search (VNS) [76] The concept of neighborhood 
modifications

1995

Big Bang-Big Crunch (BB-BC) [77] Big Bang and Big Crunch theory 2005

Central Force Optimization (CFO) [78] Metaphor of gravitational kinematics 2007

Intelligent Water Drops (IWD) [79] From observing flowing drops of 
water in a river

2007

Slime Mold Algorithm (SMA) [80] The life style of slime mold 2008

Gravitational Search Algorithm (GSA) [81] Newtonian gravity theory in physics 2009

Charged System Search (CSS) [82] Based on fundamental mechanical 
and physical concepts

2010

Electro-Magnetism Optimization (EMO) [83] Fundamentals of Electro-magnetism 2011

Water Cycle Algorithm (WCA) [84] mechanisms of water cycle in nature 2012

Black Hole Algorithm (BHA) [85] Gravitational force of the black hole 2012

Table 2. Swarm-based algorithms (Continued)

(Continued)
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Algorithm Ref. Inspiration Year

Mine Blast Algorithm (MBA) [86] Mine bomb detonation 2013

Colliding Bodies Optimization (CBO) [87] Motivated by the two-body collision 
laws in a single dimension

2014

Lightning Search Algorithm (LSA) [88] Lightning occurrence 2015

Multi-Verse Optimizer (MVO) [89] Multiple universes interacting 2016

Thermal Exchange Optimization (TEO) [90] The concepts of cooling 2017

Find-Fix-Finish-Exploit-Analyze (F3EA) [91] Installations or selecting objects for 
destruction in warfare.

2018

Henry Gas Solubility Optimization (HGSO) [92] Based on Henry gas law 2019

Equilibrium Optimizer (EO) [93] Physics dynamic mass balance 2020

Turbulent flow of water-based 
optimization (TFWO)

[94] Whirlpools made by turbulent 
flow of water

2020

Archimedes Optimization Algorithm (AOA) [95] Archimedes theory 2021

Lichtenberg Algorithm (LA) [96] Lightning storms 2021

Special Relativity Search (SRS) [97] Particles movement and interaction in 
an electromagnetic field

2022

Energy Valley Optimizer (EVO) [98] Stability and different modes of 
particle decay

2023

Young’s Double-Slit Experiment 
(YDSE) optimizer

[99] Derived from Young’s double-slit 
experiment

2023

Table 4. Human-based algorithms

Algorithm Ref. Inspiration Year

Society Civilization Algorithm (SCA) [100] Leadership characteristics 2003

Seeker Optimization Algorithm (SOA) [101] The way people search for 
things at random

2006

Imperialist Competitive Algorithm (ICA) [102] Human social evolution 2007

Human-Inspired Algorithm (HIA) [103] People’s knowledge and intelligence 2009

Social Emotional Optimization 
Algorithm (SEOA)

[104] Societal norms and routines 2010

Brain Storm Optimization (BSO) [105] The process of brainstorming 2011

Teaching-Learning-Based Optimization (TLBO) [106] Teaching and learning process 2011

Anarchic Society Optimization (ASO) [107] Social and personal traits 2012

Human Mental Search (HMS) [108] Exploratory technique for navigating 
the bid space of online auctions

2017

Political optimizer (PO) [109] Complex nature of the political process 2020

Poor and rich optimization algorithm (PRO) [110] The attempts of the poor and the rich 
people to enhance their financial 
circumstances.

2020

Table 3. Natural Science-based algorithms (Continued)

(Continued)
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Algorithm Ref. Inspiration Year

Group Teaching Optimization 
Algorithm (GTOA)

[111] Human group teaching techniques 2020

Gaining Sharing Knowledge based 
Algorithm (GSK)

[112] Knowledge gained and shared 
through the course of a lifetime

2020

Coronavirus Herd Immunity Optimizer (CHIO) [113] Implementing the theory of herd 
immunity to fight the COVID-19

2021

Ali Baba and the Forty Thieves (AFT) [114] The tale of Ali Baba and the 
forty thieves

2021

War Strategy Optimization Algorithm (WSO) [115] The strategic positioning of military 
forces during wars

2022

It is worth noting that other MHAs have been proposed in recent years that do 
not fall under the categories listed above such as:

Sports-inspired algorithms: Algorithms inspired by sports imitate the procedures, 
regulations, and activities of numerous sports, mainly football. League championship 
algorithm [116], world cup optimization [117], and football game algorithm [118] are 
sports-inspired MHAs.

Music-based algorithms: algorithms that draw inspiration from music, such as 
melody search [119], and harmony search [120].

Plant-based algorithms: Plant-based algorithms simulate the intelligence of plants 
mimics the plant intelligence. Some well-known plant-based algorithms include the 
path planning algorithm [121], rooted tree optimization algorithm [122], and the 
flower pollination algorithm [123].

Mathematics-based algorithms: The characteristics of mathematics serve as the 
basis for mathematically-based algorithms. This class contain some famous meta-
heuristics such as Sine Cosine Algorithm [124], and Arithmetic optimization algo-
rithm [125].

Water-behavior algorithms: Inspired by the intelligence movements of water, 
algorithms based on water behavior have been developed. Some examples of 
this class include, water flow algorithm [126], and circular water wave algo-
rithm [127].

3	 METHODOLOGY	OF	METAHEURISTICS

In order to recognize and explain in depth the design process and the meth-
odology of MHAs, the general framework of the metaheuristic algorithms is pre-
sented in this section. While it is undoubtedly a challenging task to explain the 
primary steps or tasks involved in MH algorithms, we will endeavor to do so 
by reviewing past and potential future improvements aimed at enhancing their 
performance. Figure 1 illustrates the general framework of the MH algorithms, 
showing that almost all MH algorithms use the same general framework despite 
employing diverse search methodologies. However, the basic tasks involved in MH 
algorithms are stated below:

Table 4. Human-based algorithms (Continued)
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Fig. 1. General framework of the MH algorithms

3.1	 Task	1,	initialization

This step normally takes place randomly, influencing the diversity and conver-
gence during the operation of the algorithms. As the researchers become aware of 
the significance of initialization, they look for various methods that can enhance 
the population diversity, and ultimately, the algorithms’ optimal solutions should 
be unaffected by their starting decisions. In many cases, initialization has been 
done by employing uniform distributions, with results that are applicable to 
nearly all metaheuristic optimization techniques. In practice, however, uniform 
distributions may not be suitable for all applications. There are also some other 
commonly used initialization techniques, such as chaotic initialization, sequence-
based deterministic initialization, opposition-based learning, and Latin hypercube 
sampling [128].

3.2	 Task	2,	parameter	settings

A considerable impact on the solution quality is caused by the initial 
parameter values. As most metaheuristic algorithms are parameterized, perfor-
mance metrics such as processing time and result quality are evaluated based on 
the optimal parameter set. The process of discovering the best parameter set is 
known as parameter optimization or tuning, which can be accomplished through 
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trial-and-error or deep learning techniques. It is worth mentioning that task 2 
includes the maximum number of iterations, error rate, and population size.

3.3	 Task	3,	evaluate	objective	function

In optimization problems, test functions represent the objective function, and 
metaheuristic algorithms are often evaluated using benchmark test functions in 
publications. The effectiveness of good algorithms in solving numerical optimization 
problems is a crucial factor. However, due to the absence of a standard or globally 
accepted test suite, researchers tend to use different test functions, which makes 
it challenging to evaluate the overall robustness of a proposed metaheuristic algo-
rithm accurately.

It is worth mentioning that utilizing a set of functions with diverse characteris-
tics, such as unimodal and multimodal functions, along with incorporating sensitiv-
ity parameters like increasing the number of dimensions or utilizing some modern 
CEC functions, can be an effective approach for assessing the performance of newly 
developed algorithms.

3.4	 Task	4,	stop	conditions

The primary disadvantage of the majority of metaheuristics is their lack of effec-
tive termination criteria. The majority of implementations of such algorithms ter-
minate after a specified number of iterations without progress toward the optimal 
solution value. In some instances, the algorithm may perform an excessive number 
of iterations that are unnecessary. In other cases, the algorithm may terminate just 
prior to performing an iteration that might result in a better, or even optimum, output.

Another stopping criteria that is also used is the number of function evaluations 
(FEs) that can be calculated as follows:

 EFs = Pop × Max (1)

where Pop is the population size and Max is the maximum number of iterations.
The best moment to snap the optimal solution in MH algorithms is still an open 

problem. However, to our knowledge, combining the maximum number of iterations 
with a specified tolerance or error rate is one of the most effective stopping criteria.

3.5	 Task	5,	update	and	move	agents

This task can be divided into two subtasks: update and move. As it is clear from 
the framework, if the predefined stop conditions are not met, then the alternative 
task will be updated, and the move will be performed. The term “update” does not 
apply to the limited sense of the word; rather, it describes the meta operation of MH 
algorithms that enables metaheuristics to reach (iteration I+1) where better results 
can be found. This subtask is updated each time an iteration fitness assessment is 
conducted at iteration (I). While most algorithms do the moving subtask randomly 
so as to expand the range of search space the optimization algorithm explores. It is 
essential to note that repeating iterations is not really a task for its own sake; rather, it 
is the repetition of the update and move agent tasks until the set stop criteria are met.

https://online-journals.org/index.php/i-joe


 152 International Journal of Online and Biomedical Engineering (iJOE) iJOE | Vol. 19 No. 9 (2023)

Sadeeq and Abdulazeez

4	 SOME	RECENT	METAHEURISTICS

In this section, to further investigate the working mechanisms of metaheuristics, 
some newly developed algorithms are presented, and for each main category, one 
algorithm is chosen. Learner performance-based behavior algorithm is chosen for 
evolutionary algorithms, the giant trevally optimizer for swarm intelligence, city 
council evolution for human-based algorithms, and special relativity search for sci-
ence-based algorithms.

4.1	 Lerner	performance-based	behavior	algorithm	(LPB)

Learner performance-based behavior algorithm (LPB)  [33] influenced by the col-
lege admissions process for high school graduates. Transferring high school grad-
uates to universities begins with a class of high school graduates. Some of these 
students’ applications to departments are accepted, while others are rejected based 
on their grade point averages (GPA). The minimal GPA required by each department 
is determined by the departments. Students are accepted into a certain department 
if their GPA is at least as high as the minimum GPA required for that department. On 
the other hand, students who have a better grade point average tend to be accepted 
first. In order to randomly split up a certain number of students, the algorithm 
makes use of the division probability (dp) operator. Using equation (2), a subset of 
the population can be isolated.

 S = Pop × dp (2)

Where: S represents the number of members isolated from the core population,  
Pop represents the population size, and dp can take values between [0.1 and 0.9].

Individuals in the separated group will be split into two subpopulations based 
on their fitness scores, good or bad. Members of a good population have higher 
fitness levels, as measured by GPA, whereas those in a bad population have lower 
fitness levels. A good population has members with higher fitness (GPA) and a bad 
population has members with lower fitness. Then, the fitness will be computed 
for all members and the members will be divided on groups based on their fitness 
according to equations 3, 4, and 5.

 x ϵ BP, if f(x) ≤ Max (BP) (3)

 x ϵ PP, if f(x) > Max (GP) (4)

 x ϵ GP, if f(x) ≤ Max (GP) (5)

Where BP, PP, and GP refers to bad population, perfect population and good 
population respectively.

It should be noted that the priority is given to the individuals in the perfect 
population to go through the optimization process first, followed by the individuals in 
the good population and the bad population. In addition, when students attend college, 
their studying habits are influenced by the studying habits of their peers. In order to 
demonstrate this in the algorithm, a crossover operator was used. Furthermore, stu-
dents with an acceptable level of metacognition are superior to those with an insuffi-
cient level. To demonstrate this, the genetic algorithm’s mutation operator was used.
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4.2	 Giant	trevally	optimizer	(GTO)

Giant Trevally Optimizer (GTO) [72] inspired by the strategies of giant trevally 
when hunting seabirds (sooty terns). The mathematical model of GTO is divided into 
three main steps. In the first step, which is called “extensive search” the foraging 
movement patterns of giant trevallies are simulated using equation (6):

 X(t+1) = Bestp × R + ((Maximm – Minimum) × R + Minimum) × Levy(Dim) (6)

where X(t + 1) is the next-iteration giant trevally position vector, Bestp denotes 
the current search area chosen by giant trevallies based on the best position found 
during their previous search, R is a random selected number in the range [0, 1]. 
While Levy(Dim) is the Levy flight.

In the second step, “choosing area” the giant trevallies choose the appropriate 
area in terms of food where they can hunt for prey. Equation (7) simulates this 
behavior mathematically.

 X t Best R Mean Info Xi t R
P

( ) _ ( )+ = × × + − ×1   (7)

where  is a position-change-controlling parameter that accept values from 0.3 to 
0.4. Xi(t) is the location of the giant trevally i, at time t (current iteration). Meanwhile, 
Mean_Info, which relates to the mean, indicates that these giant trevallies have uti-
lized all accessible data from the earlier points.

Then, the trevally begins to pursue the bird in the final step “Attacking”. In order 
to catch its prey, trevally will jump from the water or even snatches the prey from 
the surface of the water.

In order to simulate the behavior of a giant trevally during chasing and attack-
ing the prey, it was assumed in GTO that trevallies are affected by visual distortion, 
which is mainly caused by the refraction of light.

It should be underlined that the giant trevally plays the role of an observer while 
the bird takes on the role of an object. Consequently, the apparent height of the bird, 
is always seen to be higher than its true height.

Finally, how giant trevally act when chasing and jumping out of the water is 
simulated using (8).

 X t( )+ = + +1 L V H  (8)

Where  is the launch speed and has been used to simulate chasing the bird.

4.3	 Special	relativity	search	(SRS)

The behavior of particles in an electromagnetic field serves as the conceptual 
basis for this algorithm [97]. Particles move along a circular path due to the mag-
netic force between them, which acts perpendicular to the direction of motion of 
charged particles and the magnetic field. By combining the effects of length con-
traction and time dilation, the SRS main step equation can be derived. Particles with 
charges are part of the initial population that is formed at random, and their charge 
is established by their fitness.
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Using the Euclidean norm, we can calculate the distance between Xi and Xj in the 
magnetic field.

 Dij(t) = (Xi(t) – Xj(t)) (9)

where Dij is the separate distance between particles Xi and Xj at iteration time t.
Then, using Eq (10) which accounts for the fitness of the particles themselves, we 

can determine the charge of Qi and Qj particles.

 Qi(t) = Qj(t) = Fiti(t) – Worst(t)/Global(t) – Worst(t) (10)

where Fiti is the fitness value of particles ith at iteration time t, Global and  Worst is 
the lowest and highest values of the objective function at iteration time t, respectively.

Finally, the velocity and new position of the particle are obtained using Eq. (11).

 X t X t V t X t
ij j j j
( ) ( ) ( ) ( )� � � � � �1 1 12 2 2� � �  (11)

Where β is a random number between [0, 1] that represents the ratio of the 
particle velocity to the speed of light (3e + 8m/s), β = v/c.

4.4	 City	councils	evolution	(CCE)

In light of how domestic governments have developed over time. The motivation 
for this algorithm, comes from the fact that the city council holds a great deal of 
power in a city, including the ability to choose the mayor and other executive offi-
cers [129]. In essence, CCE uses the competitive nature of council membership as a 
means to choose its best members and even its CEO.

Councils Tree (CT) is a hierarchical structure similar to a tree that can be used 
to model the development of city councils. There are three stages to this modeling 
process. In the root node of the CT (i.e., at level/depth 1) resides the supreme council’s 
boss. In the second stage, the members of the Supreme Council have taken up resi-
dence as leaf nodes off the root (i.e., level 2). The higher tiers of the CT have council 
members from other locations, is the last stage.

To compensate for the influence of council heads, CCE use a modified version of 
the arithmetic crossover known as improve to boost members productivity.

Algorithm 1 is then used to convert the current population.

Algorithm 1. CCE make new population steps
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5	 DISCUSSIONS

MHAs have been extensively addressed in the field of stochastic optimization in 
recent years. As a result, numerous related methods have emerged. Along with the 
promising performances metaheuristics has realized, the research literature has also 
indicated some disadvantages, as well as inherent trends. These are described below.

5.1	 Advantages

– Metaheuristics are easy to be to implemented and the optimization problem can 
be solved without prior knowledge or ground truth.

– MH algorithms can be applied in a wide variety of problems in different fields.
– One commonly recognized advantage of metaheuristic algorithms is their ability 

to solve complex problems within reasonable timeframes, whilst exact algo-
rithms may fail due to time constraints.

– The most fundamental aspect of MH algorithms is their flexible population size. 
Therefore, as long as the population is neither too small nor too large, their control 
mechanisms are not overly dependent on it.

– Global behavior can emerge from the interactions of some relatively simple indi-
viduals functioning independently at the local level.

5.2	 Disadvantages

– In solving large-scale optimization problems, the evaluation of fitness function 
can become a significant computational bottleneck if its complexity is high.

– Without any sort of centralized control, MH algorithms run the risk of being stuck 
or prematurely converging to a local optimum. Hence, it is necessary to develop 
adaptive mechanisms to ensure continuous exploration and exploitation of the 
search space.

– MH algorithms tend to be time-consuming techniques that are influenced by 
factors such as the number of dimensions and the required number of iterations.

– There are no uniform structures or templates for the known algorithms such as 
PSO, FA, and GWA in order for the new introduced algorithms to be compared with.

5.3	 Future	research	directions

– Metaheuristic parameters must be fine-tuned for each optimization problem 
in order to produce good results in a reasonable amount of time. However, to 
overcome this limitation, research has progressed. Several metaheuristic algo-
rithms, such as GWA, SSO, SOS, and TLBO, aim to minimize the number of input 
parameters.

– Hardware advancements in the application domain.
– The emerging technology in this area is hybrid metaheuristic algorithms. Hybrid/

hyper-heuristic algorithms are typically designed to achieve higher solution qual-
ity than conventional metaheuristic algorithms.
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– In this context, it is also important to note that incorporating strategies such 
as chaotic maps and Levy flights can enhance the overall performance of the 
algorithm.

– Almost all modern metaheuristics are mathematically simulated in a way to per-
form exploration step then exploitation step. It is always recommended to keep a 
good tradeoff between both of them. However, this procedure does not necessar-
ily prevent the occurrence of local optima stagnation due to the stochastic nature 
of metaheuristics. To mitigate this issue, researchers may consider incorporating 
an “explore again” step in addition to the exploration and exploitation steps. This 
extra step can help prevent the algorithm from becoming trapped in local optima, 
particularly when dealing with real-world optimization problems.

6	 CONCLUSIONS

In recent decades, MH algorithms have been recognized as effective global opti-
mization techniques. There have been numerous MH optimization algorithms pre-
sented and successfully applied to various types of problems. While these algorithms 
were first introduced in pure science and engineering (e.g., computer science and 
engineering), now these kinds of algorithms can be used to optimize different issues 
with different real parameters.

This article presents a comprehensive survey of MH algorithms, which reduces 
the gap in this research field. One of the objectives of this article is to give some 
insights and thoughts about MH algorithms, and this has been done by providing a 
detailed explanation of the general framework of MH algorithms and dividing the 
flowchart into a number of tasks. Furthermore, possible enhancements and sug-
gestions are made for each task, such as initialization, objective function, and stop 
conditions.

The success and popularity of the MH algorithms indicate that the large number 
of studies devoted to the development of new MH algorithms will continue to rise 
in the future. These attempts will continue until some broad guidelines and general 
rules are established in this field, at which point flaws can be recognized and meta-
heuristic evaluations can be conducted more accurately.

According to the no-free lunch theory, none of the metaheuristic algorithms can 
be the ideal algorithm for all problems, unless they are developed specifically for 
that problem. This fact can motivate and prompt researchers in a variety of fields to 
examine the performance of new algorithms. After all, it was concluded that there is 
one concrete fact: due to the lack of the most efficient method for all types of search 
and optimization problems, novel metaheuristic algorithms are still being proposed.
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