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SHORT PAPER

Static Hand Gesture Recognition Using Novel 
Convolutional Neural Network and Support 
Vector Machine

ABSTRACT
Hand tracking and identification through visual means pose a challenging problem. To sim-
plify the identification of hand gestures, some systems have incorporated position markers 
or colored bands, which are not ideal for controlling robots due to their inconvenience. The 
motion recognition problem can be solved by combining object identification, recognition, 
and tracking using image processing techniques. A wide variety of target detection and recog-
nition image processing methods are available. This paper proposes novel CNN-based meth-
ods to create a user-free hand gesture detection system. The use of synthetic techniques is 
recommended to improve recognition accuracy. The proposed method offers several advan-
tages over existing methods, including higher accuracy and real-time hand gesture recog-
nition suitable for sign language recognition and human-computer interaction. The CNN 
automatically extracts high-level characteristics from the source picture, and the SVM is used 
to classify these features. This study employed a CNN to automatically extract traits from raw 
EMG images, which is different from conventional feature extractors. The SVM classifier then 
determines which hand gestures are being made. Our tests demonstrate that the proposed 
strategy achieves superior accuracy compared to using only CNN.

KEYWORDS
novel convolutional neural network, hand gesture recognition, data augmentation, support 
vector machine, human-computer interaction, sign language.

1	 INTRODUCTION

Static hand gesture recognition has gained considerable interest in recent years 
because of its potential applications in many areas, including virtual reality, sign 
language recognition, and human-computer interaction. This research, proposes 
a novel approach combining a convolutional neural network (CNN) and support 
vector machine (SVM) for accurate and efficient static hand gesture recognition.  
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The proposed system comprises the feature extraction stage and the classification 
stage. At the step of feature extraction, we first pre-process the hand gesture images 
and extract the region of interest (ROI) using skin color segmentation [1]. Then, we 
apply several image processing techniques, such as smoothing, thresholding, and 
contour detection, to enhance the quality of the ROIs. Finally, we extract relevant 
features from the pre-processed ROIs using CNN [2]. In the classification stage, we 
employ SVM to classify the extracted features into different hand gestures. SVM is a 
powerful machine learning algorithm that can handle high-dimensional data and is 
well-suited for binary classification tasks. We compare our approach using a variety 
of cutting-edge techniques, such as deep learning and conventional machine learn-
ing algorithms models. The results show that our approach achieves higher accu-
racy and lower computational complexity than the existing methods [3][4].

The use of a novel CNN architecture for feature extraction is one of our work’s 
major advances. Unlike the traditional CNNs that use completely connected layers 
after convolutional layers, our CNN architecture uses a combination of a global aver-
age pooling layer followed by convolutional and pooling layers [5]. The typical pool-
ing layer worldwide averages the feature maps across the spatial dimensions, which 
decreases the number of parameters and boosts the effectiveness of the model. 
Another contribution of our work utilizes SVM to classify data. SVM is currently 
widely used in static hand gesture recognition, but our approach extends the use of 
SVM by combining it with a novel CNN architecture for feature extraction [6][7]. This 
combination of CNN and SVM achieves higher accuracy and lower computational 
complexity than the traditional SVM-based methods.

1.1	 Background

Static hand gesture recognition in the field of computer vision, recognition is a 
key area for study and human-computer interaction. It involves the automatic rec-
ognition of hand gestures made by a user in a still image or video frame [8]. A type of 
deep neural network called convolutional neural networks (CNNs) has been exten-
sively utilized in image recognition tasks. They are composed of multiple layers of 
interconnected processing nodes that can extract and identify visual features from 
input images. In hand motion identification, a CNN can be trained to identify visual 
features characteristic of different hand gestures. The output of the CNN can then be 
fed into an SVM to classify the hand gesture. This approach is commonly known as a 
CNN-SVM pipeline [9][10]. Researchers have proposed various novel CNN and SVM 
approaches to address these challenges. These approaches aim to improve accuracy 
and reduce computational complexity by incorporating new techniques for feature 
extraction and classification [11][12].

1.2	 Problem	statement

The purpose of the statement is to design an accurate and efficient static hand 
gesture recognition system that can recognize and categorize hand movements from 
images or videos using a new convolutional neural network (CNN) and support vec-
tor machine (SVM). The system seeks to be useful in a variety of domains, includ-
ing human-computer interaction, gaming, robotics, and sign language recognition. 
The system should be able to handle a variety of hand shapes, sizes, orientations, 
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and lighting situations, and it should be able to work in real time with minimal 
latency. The ultimate objective is to develop a dependable and user-friendly gesture 
detection system that may improve user experience and accessibility by enabling 
users to engage with technology through natural and intuitive hand movements.

2	 METHODOLOGY

2.1	 Novel	CNN	architecture	for	feature	extraction

To comprehend the Custom model’s design, we need to know that it comprises two 
sets of convolution layers along with a combination of average pooling. Following 
these layers, there are three fully connected layers [13]. Finally, the Softmax clas-
sifier is utilized to classify the images into their respective classes. To understand 
the architecture of the Custom model, it is important to note that it is composed of 
two sets of convolution layers combined with average pooling [14]. After these lay-
ers, there are three fully connected layers, and ultimately, the Softmax classifier is 
employed to classify the images into their respective classes. Following that, there is 
a convolution layer with sixteen 5×5 filters, resulting in a modification of the feature 
map to 29×29×16 [15][16]. The output size is determined using a similar approach. 
Subsequently, another average pooling or subsampling layer is implemented, reduc-
ing the feature map’s size by half to 14×14×16. However, we have made changes to 
the architecture to suit our model. Thus, our Custom model comprises 3 fully con-
nected layers, 2 pooling layers, and 2 convolution layers. This is the ultimate archi-
tecture of the Lenet-5 model as shown in Figure 1.

Fig. 1. Architecture for custom model

2.2	 Proposed	work

To achieve this goal, the following sub-problems need to be addressed as shown 
in Figure 2:

1. Dataset collection: Dataset collection entails capturing and accumulating hand 
gesture images or videos through sensors or cameras to train the models [17].
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2. Pre-processing: Pre-processing the data to ensure consistency in lighting condi-
tions, hand orientation, and background.

3. Feature extraction: Developing a novel CNN architecture to extract relevant features 
from the pre-processed data that are characteristic of different hand gestures [18].

4. Training and optimization: Training the CNN using the pre-processed data to 
learn discriminative features and optimize the classification performance. This 
involves fine-tuning the CNN parameters, selecting appropriate hyperparame-
ters, and optimizing the loss function [19].

Fig. 2. Proposed hand gesture method

5. Classification: Developing an SVM classifier that can accurately classify based 
on the characteristics taken from the CNN, and hand gestures.

6. Evaluation: Evaluate the performance of the system using standard measures 
like F1 score, recall, precision, and accuracy, and compare it to existing state-of-
the-art methods [20].

7. Real-time implementation: Optimizing the system to increase and decrease 
computational complexity speed and efficiency, enabling it intended for use in 
real-time apps.

2.3	 Implementation	details

i. Capture the image from the web camera: These systems use the web camera 
to take pictures of a hand or hands, which are subsequently analyzed to identify 
various hand motions.

ii. Detect hand-in images using data augmentation: By creating new instances 
from the current ones, a technique known as data augmentation can be utilized 
to increase the size of a dataset [21].
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iii. Crop the image and remove the part under the wrist region and back-
ground: The following step is frequently to crop the image to get rid of any 
extraneous portions after identifying the hand region in a picture.

iv. Dataset Collection: Assemble a collection of hand gesture photographs with 
associated labels for each gesture.

v. Data Pre-processing: To ensure that all of the photographs are the same 
size, pre-process the data by normalizing the pixel values to [0,1] and resizing 
the images.

vi. Data Augmentation: Use data augmentation methods like random rotation, 
translation, and scaling to create more images to expand the dataset [22].

Fig. 3. Algorithm of hand gesture recognition using a novel CNN and SVM

vii. Model Training (CNN): Train a unique architecture-based CNN using the data-
set to identify static hand motions. Convolutional layers should be Pooling and 
completely interconnected layers in the CNN come next.

viii. Model Evaluation (CNN): Evaluation of the learned CNN model’s results using 
a validation set. For the highest accuracy, adjust the CNN’s hyperparameters, 
including the learning rate, quantity, size, and thickness of filters, as well as 
layers [23].

ix. Feature Extraction: For each image in the dataset, extract features from the 
trained CNN model’s output. A Support Vector Machine These features serve as 
the classifier’s data [24].

x. Model Training (SVM): On the retrieved features and related labels, train 
an SVM classifier. To get the best accuracy, adjust the SVM’s hyperparameters, 
including the kernel function, regularisation parameter, and gamma.

xi. Model Evaluation(SVM): Assess the effectiveness of the trained SVM 
model using the validation set. To get the best accuracy, tweak the SVM’s 
hyperparameters [25].

xii. Testing: To assess the effectiveness of the completed model, run it on a test set.
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Figure 3 demonstrates the suggested hand gesture detection algorithm using a 
novel CNN and SVM.

3	 TRAINING	&	TESTING

For training and testing, we use Kernel regulizers a machine-learning approach 
that aids in the prevention of overfitting in models that employ kernel techniques, 
such as support vector machines (SVMs). Also, this technique will identify a function 
that transfers the input data to a high-dimensional feature space where the data 
may be separated into distinct classes more easily. Such as support vector machines 
(SVMs). Also, this technique will identify a function that transfers the input data 
to a high-dimensional feature space where the data may be separated into distinct 
classes more easily. However, this might result in overfitting, in which the model 
gets too complicated and too closely fits the training data, resulting in poor general-
ization of new data. A mathematical function like SoftMax is used to turn a vector 
of real values into probability distribution at the output layer of the neural network 
over various classes. The image data generator used in this case enables real-time 
data augmentation during training, which can increase the model’s performance 
and generalization capabilities and also expand the training data set’s size. This 
whole process is done for the Lenet-5 architecture and Custom model architecture. 
The lenet-5 contains 5 layers with learnable parameters considering 32x32 pixels as 
input with 3 convolution layers, two average pooling layers, and two fully connected 
layers with a SoftMax classifier. Also, for Custom model architecture, we consider 
64x64 pixels which have 2 convolution layers and 2 pooling layers, 3 fully connected 
layers. We have created our own dataset with these 5 hand gestures (Fist, Five, Okay, 
Rad & Thumbs up) which are used as training datasets and testing images given as 
an array of images in Figure 4.

(a) (b) (c) (d) (e)

Fig. 4. Hand gestures a) Fist, b) Five, c) Okay, d) Rad, e) Thumbs

4	 EXPERIMENTAL	RESULTS

The experiment’s findings are presented in this part using Novel CNN & SVM, 
where the lenet-5 and Custom Model were used to obtain the output for five differ-
ent classes. The experimental results indicate that the model achieved a high level of 
accuracy. From Figures 5 and 6. We plotted the accuracy and validation accuracy 
from historical epochs using the Lenet-5 Model and displayed them on a graph with 
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the x-axis labeled as “epoch” and the y-axis labeled as “accuracy”. From Figure 5, 
the graph shows that the model’s accuracy reached 95% & from Figure 6, the graph 
displays the model’s loss.

Fig. 5. Reliability of the lenet-5 models Fig. 6. Loss of the lenet-5 models

This section discusses the results of an experiment utilizing a CNN configura-
tion. The experimental outcomes demonstrate that the suggested method of using 
Novel CNN & SVM for Hand Gesture Recognition can be tailored to the dataset, as 
evidenced by the high accuracy achieved by the model. Using the Custom Model, 
we plotted the accuracy and validation accuracy from historical epochs on a graph, 
with the x-axis labeled as “epoch” and the y-axis labeled as “accuracy”. Figure 7 The 
graph demonstrates the model’s 99% accuracy and Figure 8 The graph shows that 
the model loss is 83%. The above graphs show comparative graphs of accuracy and 
loss. The graphs demonstrate the accuracy of Train and Validation from historical 
epochs, with Train’s accuracy being greater than validation accuracy at each epoch. 
Furthermore, the trained accuracy model advanced more quickly than the validated 
accuracy model. The loss of Train was similarly lower than the accuracy model’s 
validation loss.

Fig. 7. Reliability of the custom models Fig. 8. Loss of the custom models
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4.1	 Confusion	matrix

The performance of a classification method is determined using a confusion 
matrix for multiclass classification. It takes the form of a matrix. The confusion 
matrix compares actual and expected values. As the input has 5 values, we get a 
5x5 matrix.

Fig. 9. Confusion matrix of lenet-5 model Fig. 10. Confusion matrix of custom model

Predicting the test set using the model, changing the dimension of the array. 
Getting the actual labels. Plotting the confusion matrix for actual and predicted 
values along with the display labels. Finally plotting and displaying the confusion 
matrix in Figures 9 and 10. The use of the Lenet-5 Model and Custom Model for 
Static Hand Gesture Recognition Using a Novel Convolutional Neural Network and 
Support Vector Machine demonstrates the adaptability of the suggested strategy for 
the dataset, with the achieved accuracy of 95% and 99%.

5	 CONCLUSION

In this study, we developed a brand-new CNN-based SVM gesture detection tech-
nique that can be used in robotic systems or any other system. In this study, we 
can infer that CNN employs a data-driven methodology and that adding new data 
substantially influences deep learning. Even if the system effectively recognizes 
motions, some expansion is still feasible. As a result, it is possible to recognize ges-
tures more precisely. The list of gestures that can be recognized can be expanded. 
The backdrop was expected to be less complicated. Consequently, another enhance-
ment may be the ability to recognize motions against complicated backgrounds. The 
outcome demonstrates a 99% improvement in the suggested algorithm’s accuracy. 
Due to the low performance of the suggested strategy, the gesture dataset is not large 
enough. As a result, we may increase the precision of the detection and identifica-
tion processes at the beginning and conclusion of the gesture.
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6	 FUTURE	WORK

The following actions will be taken in the future to quicken the second frame rate, 
enhance accuracy by boosting input picture resolution, or use techniques from our 
prior research, and this system is unable to recognize motions done with both hands. 
The identification of movements done with both hands might thus be another area 
of future exploration.
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