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Abstract—Knee osteoarthritis (OA) is a chronic degenerative joint disease 
affecting millions worldwide, particularly those over 60. It is a significant cause 
of disability and can impact an individual’s quality of life. The condition occurs 
when the cartilage in the knee joint wears away over time, leading to bone-on-
bone contact, which can result in pain, stiffness, swelling, and decreased range of 
motion. Deep neural networks, especially convolutional neural networks (CNN), 
are powerful tools in medical applications such as diagnosis and detection. This 
research proposes a CNN model to classify knee osteoarthritis into five catego-
ries using x-ray images. These classes are labeled: Minimal, Healthy, Moderate, 
Doubtful, and Severe. Furthermore, the proposed CNN model has been com-
pared with two pre-trained transfer learning models: Xception and InceptionRes-
Net V2. These models were evaluated based on precision, recall, F1 score, and 
accuracy. The results showed that although all three models performed very well, 
the proposed model outperformed both transfer learning models with 98% accu-
racy. It also achieved the highest values for other parameters such as precision, 
recall, and F1 score. The proposed model has several potential applications in 
clinical practice, such as assisting doctors in accurately classifying knee osteoar-
thritis severity levels by analyzing single X-ray images.

Keywords—Osteoarthritis diagnosis, deep learning, X-ray images, 
classification, convolution neural network.

1	 Introduction

Osteoarthritis is the most prevalent kind of arthritis and affects millions of indi-
viduals all over the globe [1]. This condition arises due to the gradual wearing away 
of the cartilage that protects and cushions the bone ends over time. The joints in your 
hands, knees, hips, and spine are most likely affected by osteoarthritis, even though the 
disease may affect any joint [2]. Osteoarthritis of the knee is caused when the cartilage 
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in your knee joint deteriorates [3], which allows the bones in the joint to rub against 
one another. Your knees will pain, become stiff, and even swell up due to the contact. 
There is currently no therapy that will reverse the effects of osteoarthritis in the knee; 
however, several medications are available that may delay the progression of the dis-
ease and improve the symptoms [4]. In cases with osteoarthritis that are more severe, 
surgical treatment may be a possibility. The most prevalent cause of disability in adults 
is osteoarthritis of the knee. Over eleven percent of those younger than sixty-four have 
been diagnosed with knee osteoarthritis (O.A.). Knee osteoarthritis is quite prevalent in 
the general population [5]. It is estimated that around 46 percent of individuals will get 
it at some point. Knee osteoarthritis affects women at a rate of two to three times higher 
than males [6]. After age 40, most individuals begin to show symptoms of this illness. 
However, several additional variables, such as trauma or heredity, might cause it to man-
ifest at an earlier age [7]. It may be excruciatingly uncomfortable to engage in activities 
such as Jogging, running, climbing stairs, or kneeling if you suffer from osteoarthritis 
in the knee, the knee’s most prevalent complaint. It is also possible for your knees to 
feel tight and swollen due to this condition [8]. The form of your knee joint might 
alter over time if you have knee osteoarthritis. This can give you the sensation that 
your joint is unstable or shaky. Joint pain from osteoarthritis is due to the slow break-
down of cartilage, which cushions the ends of bones in your joints [9]. Cartilage makes 
joint movement practically frictionless, a potent and slippery substance. If the cartilage 
wears away entirely, the bones will begin to rub against one another. “Wear and tear 
disease” is often used to describe osteoarthritis [9, 10]. However, osteoarthritis affects 
not only the cartilage, affects the joint as a whole. Damage to the connective tissues 
that stabilize joints and link muscles to bone directly results from this condition. Joint 
lining irritation is another effect. Symptoms of osteoarthritis often start mild and gradu-
ally progress to more severe forms throughout the disease. Osteoarthritis may manifest 
in several ways, presenting symptoms such as pain, tenderness, loss of flexibility, a 
grating feeling, bone spurs, and swelling [11]. The chance of developing osteoarthritis 
may be increased by several factors, including being older and overweight [12]. Inju-
ries to the joint, repeated stress on the joint, genetics, and certain metabolic illnesses 
may all contribute to joint pain. Osteoarthritis is a progressive degenerative condition 
that may cause severe discomfort over time [13]. The hurt and stiffness in your joints 
may become so debilitating that you have trouble doing even the most fundamental 
duties. The pain and incapacity brought on by osteoarthritis may lead to feelings of 
depression and disrupted sleep. Although osteoarthritis can’t be cured, some therapies 
may ease the discomfort and make it easier to move about. Acetaminophen, nonste-
roidal anti-inflammatory medicines (NSAIDs), and duloxetine may alleviate some of 
the symptoms of osteoarthritis, most notably pain (Cymbalta). There is no complete 
method to stop knee osteoarthritis from developing, but there are things one can do to 
lessen the likelihood of it happening to them. These include the following: Striving to 
maintain a healthy weight, making sure one gets enough sleep, and Jogging or running 
only on grass or other surfaces that are somewhat soft. Low-impact ones like swimming 
or cycling should accompany alternate high-impact activities like running or jumping 
rope to keep workouts interesting. One should include some modest strength training 
into their regular workout plan. A CNN model has been proposed in this study [14]. 
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The significant contributions of this research work are as follows:

•	 This work implements a deep learning-based CNN model using x-ray images to 
categorize knee osteoarthritis. The disease is divided into five classes: Minimal, 
Healthy, Moderate, Doubtful, and Severe. 

•	 The suggested model has been equated with two transfer learning models: Xception 
and InceptionResNet V2. 

•	 The model has been evaluated using performance parameters such as precision, 
recall, f1score, and accuracy.

The remaining part of this manuscript has been arranged as section 2 considers the 
literature review of knee osteoarthritis, section 3 describes the proposed methodology, 
section 4 depicts the results and discusses them, and section 5 concludes the complete 
manuscript paper.

2	 Literature review

Automatic classification and diagnosis of knee OA, Kotti et al. [15] proposed a sys-
tem that is based on generic subject attributes (such as age, sex, assessment of the Knee 
Injury, Osteoarthritis Outcome Score (KOOS)), as well as kinematic data acquired 
throughout a gait cycle. This system was developed with the assistance of several CNN 
designs. The findings demonstrated a clear distinction between the classes, despite the 
sample size being insufficient to provide conclusions of any practical use [16] presented 
a method for automatically identifying knee O.A. The authors established a methodol-
ogy that is predicated on body kinetics. They validated their proposed method by apply-
ing it to a sample of 94 individuals, which included 47 patients diagnosed with OA 
and 47 healthy controls. The overall accuracy of the process was 72.61% plus 4.24%. 
A technique based on decision trees and using MLP at the tree leaves was suggested 
in [17]. The Kellgren-Lawrence scale classified the participants as “normal,” “mild,” 
“moderate,” or “severe,” depending on the severity of their symptoms. It was possible 
to achieve an accuracy of 80 percent on average. Uwisengeyimana and Ibrikci [18] 
both succeeded in their mission. In this article, we look at how artificial neural network 
techniques that go beyond deep learning may be used to improve the diagnosis of knee 
diseases. Brahim et al. [19] suggested a computer-aided diagnosis approach for signifi-
cantly earlier knee identification using knee X-ray imaging and several machine-learn-
ing techniques. The system makes use of knee imaging. The investigation revealed 
that the proposed method had an excellent predictive classification rate for detecting 
O.A. The author got an accuracy score of 87.15 percent. Antony et al. [20] presented 
research using the pooled information from the Osteoarthritis Initiative (OAI) cohort 
baselines. Two thousand three hundred photographs were used for the testing, with 
around 1,200 individuals serving as the subjects. According to the authors, the accuracy 
was improved when using the combined dataset instead of using the OAI dataset only 
for testing or training. This was the case when comparing testing and training with 
the combined dataset. The methodology used in these studies utilized deep learning 
as its base. The author [21] described a data-driven MRI-based platform that uses T2 
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measurements to characterize radiographic O.A. The results showed that component 
learning from T2 maps could potentially disclose data that may be more helpful in O.A. 
diagnosis than simple averaging or linear pattern decomposition. This potential was 
evidenced by the fact that the findings.

3	 Proposed methodology

In this research, Knee osteoarthritis is classified into five categories: Minimal, 
Healthy, Moderate, Doubtful, and Severe. The classification task is performed using 
the proposed CNN model and two transfer learning architectures: Xception and Incep-
tionResNet V2. The dataset used in this study contains 8381 pictures of Knee Osteo-
arthritis, which is divided into the train, test, and validation datasets. Five thousand 
ninety-seven pictures were used for training, 2458 for testing, and 826 for validation. 
Before training the model, the images were preprocessed by resizing them to 224 x 224 
image size, and the dataset was also rescaled by normalization. The Adam optimizer 
was used to train the model across 50 epochs with a batch size of 32 [22]. During train-
ing, the model was evaluated using accuracy, precision, recall, and F1-score metrics 
to measure the performance of the model. Finally, the trained model was tested on the 
testing set, and the performance metrics were evaluated to determine the model’s effec-
tiveness in detecting the five types of knee osteoarthritis.

3.1	 Dataset description

Figure 1 depicts the training, test, and validation splitting of the x-ray dataset of 
knee osteoarthritis. The dataset includes 8381 images labeled based on the severity of 
the knee condition shown in each image. The training set has the most pictures, totaling 
5097 in total. This set’s label distribution is as follows: 2286 are minimal, 1046 are 
healthy, 1516 are moderate, 757 are sceptical, and 173 are severe. Typically, this set 
trains machine learning models to predict the severity of knee conditions in new X-ray 
images. There are 2458 images in the testing set, with 639 labeled as Minimal, 296 as 
Healthy, 447 as Moderate, 223 as Doubtful, and 51 as Severe. Typically, this set calcu-
lates the performance of machine learning models trained on the training set.

(a) (b) (c)

Fig. 1. Dataset splitting (a) Training, (b) Testing, and (c) Validation
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There are 826 images in the validation set, with 328 labeled as Minimal, 153 as 
Healthy, 212 as Moderate, 106 as Doubtful, and 27 as Severe. This set is used to assess 
the performance of machine learning models during training and, if necessary, make 
adjustments to the model’s hyperparameters. Figure 2 depicts different input pictures. 
Figure 2 displays the five distinct phases of knee osteoarthritis.

(a) (b) (c) (d) (e)

Fig. 2. Sample image of dataset (a) Minimal, (b) Healthy, (c) Moderate, (d) Doubtful 
and (e) Severe

3.2	 OTSU thresholding

Binary or grayscale input pictures are necessary for deep-learning models. It is pos-
sible to binarize color pictures using a threshold, which makes it simpler to preprocess 
the data before training the model. Otsu’s thresholding is a technique for automatically 
figuring out the best threshold value to employ when dividing a picture into two groups 
of pixels. Nobuyuki Otsu first suggested the concept in 1979, and it has subsequently 
gained popularity as a tool for image processing and computer vision [23]. The primary 
tenet of Otsu’s thresholding is finding a threshold value that maximizes the inter-class 
variance while minimizing the intra-class variation. As a result, the pixels on each side 
of the threshold should be as unlike from one another as feasible, while the pixels on 
the same side should be as similar as possible. We first generate a histogram of the pixel 
intensities in the image before using Otsu’s thresholding [24]. Next, for each thresh-
old, we compute the intra-class variance and inter-class variance using a loop over all 
potential threshold values. The best threshold value is then determined as maximizing 
the interclass variance while minimizing the intraclass variance. By setting all pixels 
with intensities below the threshold to 0 (black) and all pixels with intensities above 
the threshold to 255 [25], we can utilize the ideal threshold value to binarize the pic-
ture (white). Otsu’s thresholding is a powerful image segmentation method with sev-
eral uses in industries, including robotics, computer vision, and medical imaging [26]. 
Figure 3 shows some sample images from each class for Otsu thresholding.

(a) (b) (c) (d) (e)

Fig. 3. Otsu thresholding images (a) Minimal, (b) Healthy, (c) Moderate, (d) Doubtful, 
and (e) Severe
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3.3	 Proposed CNN model

Figure 4 shows a convolutional neural network (CNN) architecture for image clas-
sification. The first block represents the network’s input layer, where raw image data is 
fed into the network. image classification. The first block represents the network’s input 
layer, where raw image data is fed into the network. 

Fig. 4.  Proposed CNN model

The convolutional blocks include a convolutional layer that applies a series of fil-
ters on the input picture to extract features, and a max pooling layer, which decreases 
the feature maps’ longitudinal dimensionality without losing any relevant information. 
After each convolutional layer, batch normalization is applied to normalize the acti-
vations and improve the convergence of the network. The architecture includes four 
convolutional blocks, each with the same properties as the first two. The third convo-
lutional block also consists of a dropout layer after the convolutional and max pool-
ing layers to randomly drop out some activations and prevent overfitting. The fourth 
convolutional block has similar properties to the third convolutional block. After the 
convolutional blocks, the Flatten layer converts the 3D feature maps into a 1D vector. 
The network then includes two Dense, fully connected layers that perform the final 
classification based on the extracted features. A Dropout layer is formed before the final 
Dense layer to prevent overfitting. Finally, the output layer contains five neurons, each 
representing one of the five classes in the classification task.

130 http://www.i-joe.org



Paper—A Convolution Neural Network Design for Knee Osteoarthritis Diagnosis Using X-ray Images

Table 1. Detailed description of proposed CNN model layers

Layers Input Shape Output Shape Number of Filters Parameters

Conv2d 98x98x64 98x98x64 64 1792

Maxpooling2d 98x98x64 49x49x64 64 0

Batch Normalization 49x49x64 49x49x64 64 256

Conv2d_1 49x49x64 47x47x32 32 18464

Maxpooling2d_1 47x47x32 23x23x32 32 0

Batch Normalization_1 23x23x32 23x23x32 32 128

Conv2d_2 23x23x32 21x21x64 64 18496

Dropout 21x21x64 21x21x64 64 0

Maxpooling2d_2 21x21x64 10x10x64 64 0

Batch Normalization_2 10x10x64 10x10x64 64 256

Conv2d_3 10x10x64 8x8x32 32 18464

Dropout_1 8x8x32 8x8x32 32 0

Maxpooling2d_3 8x8x32 4x4x32 32 0

Batch Normalization_3 4x4x32 4x4x32 32 128

Flatten - - - 0

Dense - - - 32832

Dropout_2 - - - 0

Dense_1 - - - 195

Total Parameters: 91,011
Trainable Parameters: 90,627

Non-Trainable Parameters: 384

CNN is a deep learning model often employed for image classification applications. 
Table 1 illustrates CNN’s architecture. The CNN consists of multiple layers: convolu-
tional layers, max-pooling layers, batch normalization layers, dropout, flattened, and 
dense layers. The input shape of the CNN is 98x98x64, which means the network is 
designed to process images with a height and width of 98 pixels and 64 color channels. 
The first layer in the network is a convolutional layer that uses 64 filters with a kernel 
size of 3x3. The output of this layer is fed into a max pooling layer with a pool size of 
2x2, which reduces the spatial dimensions of the data by half. Afterward, a batch nor-
malization layer is applied to the data, which helps to improve the stability and speed 
of the training process by normalizing the inputs to each neuron. The next layer in the 
network is another convolutional layer, which uses 32 filters with a kernel size of 3x3. 
The output of this layer is again fed into a max pooling layer with a pool size of 2x2. 
Another batch normalization layer is applied to the data to normalize the inputs to each 
neuron. The next layer is another convolutional layer that uses 64 filters with a kernel 
size of 3x3. The next layer is a dropout layer, which uses randomization to turn some 
input units to zero during training to prevent overfitting. The output of the dropout layer 
is then fed into another max pooling layer with a pool size of 2x2, and another batch 
normalization layer is applied. The final convolutional layer in the network uses 32 
filters with a kernel size of 3x3 and is followed by another dropout layer.
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The output of the dropout layer is then fed into a max pooling layer with a pool size 
of 2x2, and another batch normalization layer is applied. The production of the final 
pooling layer is then flattened into a 1D array and fed into a dense layer with 32,832 
parameters. Another dropout layer is then applied before the final output dense layer 
with 195 parameters equivalent to the number of classes in the classification task. The 
CNN architecture has 91,011 parameters, with 90,627 being trainable and 384 being 
non-trainable, corresponding to the batch normalization layers. The architecture is suit-
able for image classification tasks where the input data has a similar size to the one 
used during training. Overall, the CNN architecture described in the table is a standard 
design that can be used as a starting point for many image classification tasks. It can be 
further optimized by tweaking the number of layers, filter sizes, and other hyperparam-
eters based on the specific requirements of the task

3.4	 Transfer learning model

Transfer learning is used in deep understanding to retrain a model for a comparable 
task. It fine-tunes a previously learned model on a smaller, similar dataset [27]. The 
pre-trained model already understands the input features; it needs less data to train a 
model [28]. Transfer learning enhances model generalization by training applicable 
qualities across tasks. Transfer learning entails fine-tuning the pre-trained model or 
only the last few layers [29]. The pre-trained model might be from the target task area 
or a related domain. Deep learning models benefit from transfer learning, especially 
when data is sparse [30]. The prosed CNN model has been compared with two transfer 
leaning models named as Xception [31] and InceptionResNet V2 [32]. In the Xception 
model, depth-wise separable convolutions augment the Inception architecture. Convo-
lutions of this type divide spatial and channel filtering into two layers. This significantly 
reduces the model’s parameters while maintaining accuracy. The Inception-ResNetV2 
approach trains deep networks using ResNet’s residual connections and Inception’s 
ability to extract features of varied sizes. With fewer parameters, this deep economic 
model delivers outstanding accuracy in the ImageNet dataset. Inception-ResNetV2 
uses convolutional layers, pooling layers, and residual connections to extract and ana-
lyze image information. Several intermediate-layer auxiliary classifiers boost gradient 
flow and regularize the network during training. 

4	 Results and discussion

The results section includes in-depth analyses of all the parameters investigated 
during the study. This section also discusses the graphs depicting model accuracy and 
loss. The implementation has been done using the proposed CNN model, which is 
designed from scratch, and the CNN model is also compared with two transfer learning 
models: InceptionResNetV2 and Xception. The final component of the outcome is a 
comparison of all knee osteoarthritis classifications based on precision, recall, F1 score, 
and accuracy [33]. This component also includes the confusion matrix’s characteristics. 
The batch size is 32, and every model is executed for 50 epochs. 
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4.1	 Analysis based on accuracy plot

In machine learning, accuracy plot and loss plot are two commonly used visual-
ization tools to monitor the performance of a model during the training process. An 
accuracy plot shows the model’s ability to predict the output class label for each input 
sample correctly. It plots the model’s accuracy on the y-axis, usually as a percentage, 
against the number of training epochs on the x-axis. Typically, the accuracy plot shows 
an increasing trend as the model learns from the data during training. 

(a) (b) (c)

Fig. 5. Accuracy plots (a) Xception model, (b) InceptionResNet V2, and (c) proposed CNN

Figure 5 shows the accuracy plots for three models. Figure 5(a) shows the accuracy 
plot of the Xception model, Figure 5(b) shows the accuracy plot for the InceptionResNet 
V2 model, and Figure 5(c) shows the accuracy plot of the proposed model. The blue 
line demonstrates the training accuracy, while the orange line represents the validation 
accuracy. Amongst all three graphs, the suggested CNN model’s curves attain higher 
values and are smoother. 

4.2	 Analysis based on loss plots

The loss plot shows the model’s performance in minimizing the error between its 
predicted output and the actual output for each input sample. It plots the loss of the 
model on the y-axis against the number of training epochs on the x-axis. 

(a) (b) (c)

Fig. 6. Loss plot (a) Xception model, (b) InceptionResNet V2, and (c) proposed CNN
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Usually, the loss plot shows a decreasing trend as the model learns from the data 
during the training process. A lower loss value indicates that the model produces pre-
dictions closer to the actual values, thus improving its overall performance. These plots 
display the changes in training accuracy and loss over time. Figure 6 shows the loss plots 
for three models. Figure 6(a) shows the loss plot of the Xception model, Figure 6(b) 
shows the loss plot for the InceptionResNet V2 model, and Figure 6(c) shows the loss 
plot of the proposed model. The blue line shows the training loss, while the orange line 
represents the validation loss. These plots provide insights into the learning behavior of 
the model during the training process, with the validation data providing an additional 
benchmark to evaluate the model’s generalization. Figure 6 shows that the suggested 
CNN model has smoother curves than previous models.

4.3	 Analysis based on confusion matrix

A confusion matrix compares predicted and actual values to assess the effectiveness 
of a classification model. Instead of relying on accuracy or other summary data, it offers 
a more in-depth and complete perspective of the model’s performance. 

(a) (b)

(c)

Fig. 7. Confusion matrix (a) Xception model, (b) InceptionResNet V2, and (c) proposed CNN
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Figure 7 shows the confusion matrix received from three models. Figure 7(a) dis-
plays the confusion matrix of the Xception model, Figure 7(b) shows the confusion 
matrix of the InceptionResNet model, and Figure 7(c) depicts the confusion matrix of 
the proposed CNN model. This matrix gives the values of true positive, true negative, 
false positive, and false negative. The performance parameters such as accuracy, preci-
sion, recall, and f1 score can be calculated based on values received from the confusion 
matrix. Confusion matrices, in general, offer a more thorough and instructive approach 
to assessing the effectiveness of a classification model, and they should be used in con-
junction with other assessment measures. From Figure 7, it can be concluded that the 
confusion matrix of the proposed CNN model has the best results compared to other 
transfer learning models. 

4.4	 Analysis based on performance parameters

Performance parameters are used to assess the performance of machine learning 
models. Table 2 summarizes the execution of three different machine learning models, 
namely Xception, InceptionResNetV2, and a proposed CNN model, in classifying dif-
ferent levels of disease severity in a medical dataset. The assessment metrics used to 
assess the models’ performance include precision, recall, F1 score, and accuracy. The 
models are tested on five different classes of disease severity: Minimal, Healthy, Mod-
erate, Doubtful, and Severe. According to the table, the proposed CNN model outper-
forms the other two models in all evaluation metrics, achieving the highest precision, 
recall, F1 score, and accuracy for all disease severity classes. Specifically, the expected 
model achieves perfect precision, recall, F1 score, and accuracy for the Severe type and 
very high scores for the other courses, demonstrating its superior performance in accu-
rately classifying disease severity levels. In contrast, InceptionResNetV2 and Xception 
models show lower performance in some classes. For example, InceptionResNetV2 
shows lower recall and F1 scores for Minimal, Healthy, and Moderate, while Xception 
offers lower precision and F1 scores for Moderate classes. The proposed CNN model’s 
processing time is also less than other transfer learning models. Overall, the expected 
CNN model achieves better than the additional two models and can be a better choice 
for accurately classifying disease severity levels.
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Table 2. Performance parameters comparison

Model Name Class Name Precision Recall F1 Score Processing 
Time Accuracy

InceptionResNetV2

Minimal 0.30 0.32 0.30

2h 37 m 0.68

Healthy 0.23 0.29 0.25

Moderate 0.26 0.30 0.28

Doubtful 0.76 0.55 0.64

Severe 1.00 0.60 0.75

Xception

Minimal 0.93 0.73 0.82

2 h 18m 0.91

Healthy 0.96 0.85 0.90

Moderate 0.64 0.90 0.75

Doubtful 0.81 0.90 0.85

Severe 0.95 0.96 0.95

Proposed CNN Model

Minimal 0.97 0.98 0.99

1h 47m 0.98

Healthy 0.99 0.92 0.95

Moderate 0.94 0.98 0.96

Doubtful 1.00 0.99 0.99

Severe 1.00 1.00 1.00

From the results, it can be concluded that the proposed CNN model, which is 
designed from scratch, outperformed the transfer learning model with 98% accuracy. 
The model also takes the least time to process, which is 1 hour and 47 minutes. The 
model achieved the highest precision, recall, and f1 scores for all five classes. 

4.5	 State art comparison

The State-of-the-Art comparison Table 3 presents various techniques and their 
results for classifying medical images using MRI and X-ray datasets. The methods 
used in the comparison include SDM-NN and SDM-SVM, Random Forest Classifier, 
Proposed Deep neural networks, DenseNet, R-CNN, and the Proposed Model, which 
utilizes a CNN. The results indicate that the proposed CNN model achieves the high-
est accuracy rate of 98% using X-ray images, significantly improving over the other 
techniques. The Random Forest Classifier has an accuracy rate of about 87.92%, while 
the SDM-SVM technique achieves the highest accuracy of 85.4% using X-ray images. 
Overall, the State of the art comparison highlights the effectiveness of deep learning 
techniques, particularly CNNs, in achieving high accuracy rates in medical image clas-
sification tasks.
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Table 3. State of art comparison

Reference No./ 
Year of Publishing Dataset Used Technique Results

[34]/ 2010 X-ray images SDM-NN and SDM-SVM 78.8% accuracy with 
SDM-NN and 85.4% 
accuracy with SDM-SVM 

[35]/ 2016 X-ray images Random Forest Classifier An accuracy of about 
87.92 % is achieved.

[36]/ 2019 X-ray images Proposed Deep neural networks 79.39% accuracy

[21]/ 2019 MRI images Deep learning-based convolutional 
neural network (DenseNet)

75% accuracy	

[37]/ 2020 X-ray images R-CNN 74.3% accuracy 
93.6% sensitivity 
74.2% specificity

[38]/ 2021 MRI images CNN 83% accuracy

Proposed Model X-ray images CNN 98% accuracy

5	 Conclusions

Knee osteoarthritis (O.A.) is a chronic degenerative joint disease that affects the 
knee joint and causes pain, stiffness, swelling, and a limited range of motion. It hap-
pens when the cartilage in the knee joint wears away, resulting in bone-on-bone con-
tact. Deep neural networks effectively tackle various machine learning challenges in 
medicine, including diagnosis, prediction, and picture categorization. Knee osteoar-
thritis is classified into five categories in this study: minimal, healthy, moderate, doubt-
ful, and severe. A deep learning-based CNN model has been designed from scratch 
for the classification task. The proposed CNN model is compared with two transfer 
learning models named Xception and InceptionResNet V2 model. The implementation 
has been performed using x-ray images of knee osteoarthritis. The models are evalu-
ated based on precision, recall, F1 score, and accuracy during the model performance. 
The proposed CNN model, designed from scratch, outperformed the transfer learning 
model with 98% accuracy. Xception model has 91% accuracy, and InceptionResNet 
V2 has 68% accuracy. The proposed model assists doctors in classifying the severity 
of patients based on single images quickly and accurately. The proposed model also 
achieved a state of the art results compared to existing models and can be a valuable 
tool for accurate and efficient diagnosis and treatment planning.
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