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PAPER

Speech Recognition Algorithms-Based Cough 
Recognition System

ABSTRACT
This paper introduces an innovative technique for creating a cough detection system that 
relies on speech recognition algorithms. The strategy utilizes the Kaldi platform, which is open 
source and incorporates a hybrid system of Gaussian Mixture Model-based Hidden Markov 
Models (GMM-HMM) through a straightforward monophone training model. Additionally, 
the study examines the effectiveness of two different feature extraction approaches, Mel 
Frequency Cepstral Coefficient (MFCC) and Perceptual Linear Prediction (PLP). The proposed 
system can function as a collection tool for gathering natural and spontaneous cough data 
from conversations or continuous speech. The paper also compares the Kaldi and CMU 
Sphinx4 toolkits, concluding that Kaldi’s use of GMM-HMM outperforms CMU Sphinx4.
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1	 INTRODUCTION

Cough is an important component of daily health monitoring, serving as a means 
to expel foreign bodies like irritants, fluids, and microbes from the respiratory 
system by forcibly expelling air through the throat. It is a symptom of numerous 
diseases, such as respiratory illnesses, asthma, and COVID‐19 [1–3]. According to a 
study [4], there are three principal phases of coughing: (1) inspiration, (2) closure 
of the glottis with the pressure of air in the lower respiratory tract, and (3) ejection 
of air through the glottis. In recent years, scientists have been working on creating 
technology capable of detecting coughing sounds through a range of techniques, 
including audio sensors, machine learning algorithms, and artificial intelligence.

In a research study conducted by Miranda et al. [5], the authors compared various 
acoustic features for automatic cough detection using deep learning architectures. 
They utilized DNN, CNN, and LSTM classifiers to evaluate the performance of the 
MFCC, littered-MFCC, STFT, and MFB features. In another study [6], the researchers 
utilized two distinct cough acoustic models, which were created from both band-pass 
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filtered and unfiltered signals, to develop a cough detection system. Drugman, et al. [7] 
conducted the classification of acoustic sounds as either event of cough or non-cough 
using a logistic regression model with three spectral features. The results showed an 
F1-score of 88.70%, a sensitivity of 90.31%, and a specificity of 98.14%. According to 
a research paper [8], a deep neural network approach is used for detecting coughs. 
The method has a specificity of 92.7% and a sensitivity of 87.7%. Some researchers 
have created a cough detection system that utilizes audio signals to automatically 
count coughs [9]. The main goal of their work was to attain a high level of precision, 
as evidenced by reported sensitivity and specificity values of 94.7% and 95%, respec-
tively. Botha et al [10] demonstrated that the disaggregation of cough data can be an 
efficient and cost-effective approach for tuberculosis detection. Their methodology 
achieved a sensitivity of 95% and a specificity of around 72%, indicating its potential 
for successful implementation. Yin et al. [11] explored two methods of combining 
data to enhance classification accuracy. These methods were feature fusion and clas-
sifier fusion. To improve the feature fusion algorithm, they selected better acoustic 
and image features. Additionally, they proposed a novel classifier fusion algorithm, 
which combined support vector machine (SVM) classifiers trained using acoustic and 
deep features using soft voting. Their research focused on predicting pig coughs, and 
they validated their methods using sound data collected from a pig barn. Their pro-
posed methods resulted in a high classification rate of 97.47% and 99.20% for fea-
ture fusion and classifier fusion, respectively. In another research [12], the authors 
introduced an efficient and adaptable method for detecting symptomatic patterns in 
biological audio signals, specifically cough audio files. The proposed method involves 
utilizing a stationary wavelet transform (SWT) for spectral analysis of the audio 
files while addressing the class imbalance problem through the use of the ADASYN 
technique. The model also extracts various features such as Mel-frequency cepstral 
coefficients (MFCCs), log frame energies, zero crossing rate (ZCR), and kurtosis. The 
deep belief network (DBN) model is employed for classification purposes, and opti-
mal hyper-parameter tuning is achieved through the use of the mayfly optimization 
(MFO) algorithm. In another study [13], the authors described a machine hearing 
system that is designed for robust cough segmentation using audio signals and can 
be easily deployed in mobile environments. The system involves two stages of cough 
detection. In the first stage, a short-term spectral feature set is computed in five pre-
defined frequency bands to ensure the feature set’s robustness in various noisy sce-
narios. Then, feature selection and combination techniques are applied to obtain a 
high-level representation of the data by calculating the mean and standard devia-
tion of the short-term descriptors in long-term frames of 300ms. In the second stage, 
a support vector machine is used for cough detection, which is trained with data 
from various noisy scenarios. The system’s performance is evaluated using a patient 
signal database, which emulates three real-life scenarios in terms of noise content. 
The results show that the proposed system outperforms state-of-the-art methods, 
achieving 92.71% sensitivity, 88.58% specificity, and 90.69% Area Under Receiver 
Operating Characteristic (ROC) curve (AUC). Rana et al. [14] describe the development 
of a system for cough detection using Edge Impulse Studio and Arduino 33 BLE Sense. 
The system is capable of differentiating between genuine cough sounds and other 
unwanted background noises. The results show that the system achieved a recog-
nition accuracy of nearly 97%. In another study [15], researchers created a cough 
detection system using cough sound data gathered through the Arduino 33 BLE Sense 
and Edge Impulse for development. The microphone of the Arduino Nano 33 BLE 
Sense captured a total of 57 cough sounds which were then processed for classifica-
tion using machine-learning tools provided by Edge Impulse. The cough sounds were 
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labeled into four categories, namely cough, cough with noise, silence, and noisy, and 
were classified using a neural network in Edge Impulse. The results showed an accu-
racy of 73.6% and a loss of 0.86 for the classification. After analyzing related works, 
the present study introduces a novel approach for creating a cough detection system, 
utilizing the open-source software Kaldi. In addition, this study presents an open-
source framework for assessing the system’s efficiency by conducting experiments 
with various HMMs, GMMs, and feature extraction methods. The objective is to iden-
tify the most effective values that lead to optimal performance.

This paper is structured in the following manner: Section 1 is an introduction, 
Section 2 provides an overview of coughing, and Section 3 gives a brief explana-
tion of the Kaldi toolkit, and the Hidden Markov Model is explained in Section 4. 
Section 5 presents the proposed method, while Section 6 discusses the experimental 
results. Section 7 is dedicated to the discussion, while Section 8 provides a compari-
son. Finally, Section 9 contains the conclusion.

2	 COUGH OVERVIEW

The natural process of coughing aids to expel foreign objects from the lungs. Sensory 
shots in the airways are triggered by the presence of foreign objects or inflammation, 
sending a signal to the brainstem which activates the respiratory muscles and dia-
phragm in a coordinated manner to move air through the airways (see Figure 1 [16]).

Fig. 1. The process of producing cough [16]

3	 KALDI

Kaldi is a speech recognition software that is published under the Apache License 
version 2.0. It is developed in C++ and comes with a comprehensive set of tools and 
programs including HMMs, decision trees, neural networks, data preprocessing and 
feature extraction capabilities [17]. A graphical representation of their internal struc-
ture is provided in Figure 2. Our study involves the utilization of the Kaldi toolkit to 
create a cough detection system. The system is designed to analyze audio data, extract 
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acoustic features, model training, and ultimately classify cough sounds. Through this 
process, we are able to accurately identify and distinguish coughs from other sounds.

Fig. 2. Kaldi architecture [17]

4	 HIDDEN MARKOV MODELS (HMMS)

The Hidden Markov Model (HMM) was originally introduced in the 1960s [18] and 
has since become widely utilized as a speech recognition modeling technique [19]. 
In addition, it has also found application in computational molecular biology [20]. 
A visual representation of a three-state HMM topology is shown in Figure 3.

Fig. 3. The 3 states of HMM architecture [21]

5	 COUGH DETECTION SYSTEM ARCHITECTURE

Our study introduces an innovative approach to developing a cough detection 
system that exploits speech-recognition algorithms. The system is designed using the 
Kaldi open-source platform, which utilizes HMMs methodology and a range of GMMs. 
Furthermore, we employ MFCCs and PLP feature extraction techniques to enhance the 
system’s accuracy. Figure 4 illustrates the proposed System Architecture. The develop-
ment of a system to detect cough sounds would involve several steps. Firstly, the sys-
tem would need a microphone to receive an audio input of the cough sound. Once the 
audio input has been obtained, the system would then need to divide the input into 
segments. Next, the system would create feature vectors from each segment of the 
input. After the creation of feature vectors, the system would subsequently analyze 
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and compare them to a pre-existing database of known coughs. This process would 
allow the system to identify and detect the occurrence of a cough signal accurately.

Fig. 4. Proposed system architecture

5.1	 Corpus

The corpus utilized in this study is unique to the laboratory where it was gen-
erated. It comprises three types of audio samples: coughs, speech, and laughter. 
The primary focus of this research is the development of a cough detection system. 
For the speech data, seven individuals who are native Tarifit Berber speakers were 
enlisted to provide the audio samples used in this paper. Furthermore, the laughter 
data was utilized to evaluate the system’s performance. The audio data was cap-
tured using a microphone and recorded using the WaveSurfer recording tool in the 
wave format. The recorded data was then saved into a single file with the extension 
“.wav”. A sampling rate of 16 kHz and a resolution of 16 bits were employed during 
the recording process. Additionally, two separate sets of audio files were created for 
training and testing purposes in this work (show Table 1).

Table 1. Corpus characteristics

Recorder Type Number of Recorders  
Used for Training

Number of Recorders  
Used for Testing

Cough 28 12

Speech 14 6

Laughter 0 6

5.2	 Feature extraction methods

The feature extraction phase allows the extraction of characteristics that make it 
possible to discern the components of the audio signal that are relevant for the iden-
tification of linguistic content, by rejecting the other information contained in that 
signal. In this study, the used feature extraction methods are the Perceptual Linear 
Prediction (PLP) model [22] and Mel Frequency Cepstral Coefficients (MFCCs) [23].

5.3	 Acoustic model

The acoustic model represents the statistical features of the audio signal, with the 
most significant being used for analysis. The acoustic model is typically trained on 
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large data and uses statistical techniques, such as HMMs or neural networks. In this 
investigation, the acoustic model utilized for detecting coughing actions employs a 
simple monophone model trained using a GMM-HMM combining model.

6	 EXPERIMENTAL RESULTS

The designed system was trained and generated using an Ubuntu 16.04 LTS  
(64-bit operating system). We have chosen the open-source Kaldi for the implementa-
tion of our system to detect the cough. Also, our system realized 4 experiments, namely 
Experiment 1, Experiment 2, Experiment 3, and Experiment 4. In Experiment 1,  
the system was trained and tested only on cough sounds. In Experiment 2, the 
system was trained and tested on both cough and speech sounds. In Experiment 3, 
the system was trained on both cough and speech sounds and tested only on cough 
sounds. In Experiment 4, the system was trained only on cough sounds and tested 
on a combination of cough and laughter sounds. Table 2 provides information about 
the training and testing data utilized in our experiments. These tables present spe-
cific details about the datasets used in our study.

To create an effective detection system, we conducted training and testing using 
various numbers of GMMs (200, 400, and 600) and two feature extraction techniques: 
MFCC and PLP. Our system’s ability to recognize coughs was evaluated based on the 
recognition rate. The cough recognition rate refers to the accuracy of a system or 
model in detecting and classifying cough sounds. It is determined by calculating the 
ratio of correctly identified cough instances to the total number of cough instances 
in a given dataset or evaluation scenario.

To calculate the cough recognition rate, we define the following terms:

•	 True Positives (TP): The number of cough instances correctly identified by 
the system.

•	 False Negatives (FN): The number of cough instances missed or incorrectly classi-
fied as non-cough sounds by the system.

The cough recognition rate, usually expressed as a percentage, can be computed 
using the following formula:

	 Cough Recognition Rate = (TP / (TP + FN)) * 100

Table 2. The data set used in training and testing

Exp ID
Cough Speech Laughter

Train Test Train Test Train Test

1 28 12 0 0 0 0

2 14 6 14 6 0 0

3 14 12 14 0 0 0

4 28 6 0 0 0 6

Figure 5 presents the results of the first experiment where the system under-
went training and testing using the cough data with MFCC and PLP Coefficients, 
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along with Gaussian mixture models ranging from 200 to 600. For the MFCC 
Coefficients, the cough recognition rate was 98.33% for both 200 and 400 GMMs, 
and corresponded to 99.16% when using 600 GMMs. On the other hand, for 
PLP coefficients, the recognition rate was 94.16% for both 200 and 400 GMMs, 
and rose to 97.5% when utilizing 600 Gaussian mixture distributions. The most 
exceptional cough recognition rate was achieved with the MFCC feature in com-
bination with 600 Gaussian mixture distributions. The obtained results of the 
second experiment are presented in Figures 6 and 7. The experiment involved 
using MFCC and PLP features with different numbers of Gaussian mixture dis-
tributions to identify cough and speech sounds. For MFCC features, the system’s 
correct rates for 200, 400, and 600 Gaussian mixture distributions were reported. 
The correct rates for cough and speech were 91.66% and 78.99%, 93.33% and 
80.66%, and 96.66% and 80.83%, respectively. For PLP features, the correct rates 
for 200, 400, and 600 Gaussian mixture distributions were also reported, and the 
rates for cough and speech were 91.66% and 78.03%, 96.66% and 79.69%, and 
98.33% and 82.16%, respectively. Figures 6 and 7 show that the recognition rate 
for cough was better than that for speech. Figure 8 presents the results obtained 
from the third experiment. When 200 Gaussian mixture distributions were used, 
the correct rate of the system was 87.5% and 86.66% for MFCC and PLP features, 
respectively. When 400 Gaussian mixture distributions were used, the recognition 
rates increased to 89.16% for both MFCC and PLP features. For 600 Gaussian mix-
ture distributions, the system performances were 90.83% and 95% for MFCC and 
PLP features, respectively. The highest recognition rate for cough was obtained 
with PLP features in combination with 600 Gaussian mixture distributions. In the 
fourth experiment, the system’s performance was evaluated for cough and laugh-
ter using MFCC and PLP features with 200, 400, and 600 Gaussian mixture distri-
butions. The results showed that for MFCC features, the system’s correct rate for 
200 Gaussian mixture distributions was 96.66% for cough and 78.33% for laugh-
ter. For 400 Gaussian mixture distributions, the correct rate was 96.66% for cough 
and 95% for laughter. When 600 Gaussian mixture distributions were used, the 
correct rate increased to 98.33% for cough and 95% for laughter. With PLP fea-
tures, the system’s performance was slightly lower than with MFCC features. For 
200 Gaussian mixture distributions, the correct rate was 90% for cough and 85% 
for laughter. For 400 Gaussian mixture distributions, the correct rate was 91.66% 
for cough and 88.33% for laughter. When 600 Gaussian mixture distributions 
were used, the correct rate remained at 91.66% for cough, and 88.33% for laugh-
ter. The recognition rate for cough was consistently better than for laughter, as 
shown in Figures 9 and 10.

Fig. 5. Experiment 1: Cough recognition rates based on the number of GMMs used for MFCC  
and PLP features
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Fig. 6. Experiment 2: Comparing the accuracy of cough and speech signal recognition using MFCC

Fig. 7. Experiment 2: Comparing the accuracy of cough and speech signal recognition using PLP

Fig. 8. Experiment 3: Cough recognition rates based on the number of GMMs used for MFCC  
and PLP features

Fig. 9. Experiment 4: Comparing the accuracy of cough and laughter signal recognition  
using MFCC and GMMs

Fig. 10. Experiment 4: Comparing the accuracy of cough and laughter signal recognition  
using PLP and GMMs
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7	 DISCUSSION

Based on our analysis and experience, we have found that using 600 GMMs pro-
duced the best results. Additionally, we found that the performance of MFCC coeffi-
cients was better for detecting cough sounds.

Figures 5, 6, 7, 8, and 10 present the recognition rate differences of cough, 
speech, and laughter using the MFCC and PLP features with varying total Gaussian 
distribution numbers. In Figure 5, the difference in recognition rates between 
MFCC and PLP for cough was found to be between 1.66 and 4.17%. Figure 6 
showed that the recognition rate difference between cough and speech using the 
MFCC feature was between 12.67 and 15.83%, with the highest difference occur-
ring at 600 GMMs. Similarly, Figure 7 demonstrated that the recognition rate dif-
ference between cough and speech using the PLP feature was between 13.63 and 
16.97%, and the highest difference occurred with 400 GMMs. Figures 9 and 10 
illustrated the recognition rate differences between cough and laughter using the 
MFCC and PLP features, respectively. The difference in recognition rates between 
cough and laughter using the MFCC feature was between 1.66 and 18.33%, while 
using the PLP feature, the difference ranged between 3.33 and 5%. Overall, these 
results indicate that the system is capable of detecting coughs based on the differ-
ences in recognition rates between a cough and other vocalizations such as speech 
and laughter.

8	 COMPARISON

The primary objective of this research is to create an automated cough rec-
ognition system using the open-source Kaldi platform. To ensure that the system 
performs well, the research employs HMM-GMM acoustic models with varying 
numbers of Gaussians (8, 16, 32, and 64 GMMs) and MFCC coefficients trained with 
both Kaldi and CMU Sphinx4 tools. The study aims to compare the recognition rate 
of the different models. For training the system, both cough and speech samples 
were used, and the system was tested using cough sounds. In the cough dataset, 
a total of 7 recorders were used for training and 7 were used for testing. On the 
other hand, in the speech dataset, 7 recorders were used for training. Figure 11 
shows the recognition rate (%) of cough in the function of GMMs 8, 16, 32, and 64.  
In the case of the Kaldi toolkit the result achieved using 8 GMMs is 91.4 %, the 
result obtained using 16 GMMs and 32 GMMs is 92.85 % and the result of 64 
GMMs is 94.28%. On the other hand, in the case of CMU Sphinx4 tools, the result 
given are 90%, 92.85%, 88.57%, and 82.85% for 8, 16, 32, and 64 GMMs, respec-
tively. The difference between the achieved recognition rates of cough based on 
four experiments is as follows: For the case of 8 GMMs, the difference is 1.4%, for 
16 GMMs, the difference is 0%, while, the difference for 32 GMMs is 4.28%, finally 
in the case of 64 GMMs the difference is 11.43%. The results obtained clearly indi-
cate Kaldi definitely outperformed CMU Sphinx4 with the use of the GMM-HMM. 
The accuracy of Kaldi is significantly higher than that of CMU Sphinx4, which 
suggests that Kaldi has a better ability to detect coughs.
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Fig. 11. The difference in recognition rate (%) for cough between Kaldi and Sphinx4

Table 3. The data set used in training and testing

Reference Year Methods Results

[24] 2023 CNN

88.8% accuracy
91.2% sensitivity
86.5% specificity
86.5% precision

[25] 2023 DWT
DCNN DWT achieves better accuracy

[26] 2023 SVM
KNN 99.6%

[27] 2023 SVM 96%

[28] 2022 ANN
CNN

98.1%
98.5%

[29] 2022 MFCC
kNN 80%

[30] 2022 GMM-HMM
MFCC 91.57%

[31] 2020 ANNs 94.7% of sensitivity
95% of specificity

[32] 2020 CNN
MFCC

Accuracy 70.58%
Sensitivity 80.95%

Proposed work 2023
GMM-HMM  
MFCC
PLP

Cough: 99.16% (MFCC features, 600 GMMs)
Laughter: 95% (MFCC features, 600 GMMs)
Speech: 82.16% (PLP features, 600 GMMs)

We have conducted a comparison of our proposed approach with other existing 
works. As presented in Table 2, our approach differs significantly from the methods 
employed by other researchers in several aspects. One notable difference was the 
remarkably high accuracy score achieved by our approach, which was measured 
at 99.16%. Moreover, our approach utilized a unique method by combining Hidden 
Markov Models and Gaussian Mixture Models. Additionally, we employed two dis-
tinct feature extraction techniques, namely MFCC and PLP. Overall, our comparison 
results validate the efficacy of our proposed approach (See Table 3).

9	 CONCLUSION

Our study proposes a novel method for detecting coughs using speech-recognition 
algorithms. This approach was developed using the Kaldi open-source platform and 
employed a hybrid GMM-HMM model along with a simple monophone training 
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model. In order to assess the effectiveness of the system, we employed two distinct 
feature extraction methods, namely PLP and MFCC. We evaluated the performance 
of these methods using a comprehensive corpus of speech, coughs, and laughter 
with varying characteristics. The results of our study demonstrate the potential of 
our approach in accurately detecting coughs. We found that both PLP and MFCC fea-
ture extraction methods yielded satisfactory performance levels in detecting coughs, 
with MFCC achieving slightly better results, with a recognition rate of 99.16%, com-
pared to 98.33% for PLP. Our study builds upon the concept initially introduced in 
a previous publication [33]. In our future work, our primary objective is to improve 
our cough detection system through the implementation of hybrid and deep learn-
ing techniques. We aim to incorporate these approaches to enhance the accuracy 
and reliability of our system.
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