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PAPER

Hemodialysis Patient Death Prediction  
Using Logistic Regression

ABSTRACT
Hemodialysis is a procedure for cleaning the blood from the waste products of the body’s 
metabolism. this is one of modality to treat end stage kidney disease. There are two main 
classifications of this disease, namely acute kidney failure and chronic kidney failure. Kidney 
failure occurs when kidney damage is severe enough or lasts a long time so that the disease 
is generally the final stage of kidney disease. Dialysis is performed on patients with kidney 
failure, both acute kidney failure and chronic kidney failure. This study is aimed to predict the 
mortality risk of hemodialysis patients. The Taiwanese hemodialysis center enrolled a total 
of 665 hemodialysis patients. The prediction is based on Logistic Regression. Compared with 
K-Nearest Neighbor, linear discriminant, Tree, and ensemble, Logistic Regression performed 
better. As for related medical variables like parathyroid surgery, urea reduction ratio, etc., they 
play a much smaller role in mortality risk factors than diabetes and cardiovascular disease.
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1	 INTRODUCTION

Chronic kidney failure is a condition when kidney function gradually declines 
due to damage to kidney tissue. Medically, chronic kidney failure is defined as a 
decrease in the rate of renal filtration for 3 months or more. Consequently, the high-
level wastes are accumulated in the blood which may impact to high blood pres-
sure, weak bones, anemia, nerve damage and poor nutritional health. In addition,  
the risk of cardiovascular diseases is increased [1][2]. Doctors determine the stage 
of kidney disease using the glomerular filtration rate (GFR), a math formula using 
a person’s age, gender, and their serum creatinine level (identified through a blood 
test). Creatinine, a waste product that comes from muscle activity, is a key indicator 
of kidney function. When kidneys are working well they remove creatinine from 
the blood; but as kidney function slows, blood levels of creatinine rise [3]. If chronic 
kidney disease is recognized in its early stages, treatment focuses on stopping or 
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slowing the progression of the disease to prevent further kidney damage [4][5]. If the 
patient also has diabetes or high blood pressure, it is more important for the patient 
to receive treatment for both conditions and to effectively relieve the symptoms to 
prevent further kidney damage. For severe cases of chronic kidney disease where 
kidney failure has occurred, then one way to overcome it is to do hemodialysis. 
An important part of treating excess body waste is through hemodialysis (HD) [6].

Biomedical and bio-information, including prediction, are becoming increas-
ingly popular with machine learning. Logistic Regression is one of machine learning 
algorithm that have many advantages in prediction comparing to other algorithm. 
Logistic regression does not have normality and heteroscedasticity assumptions 
on the independent variables used in the model, so there is no need for classi-
cal assumption tests even though the independent variables are more than one. 
The independent variables in logistic regression can be a mixture of continuous, 
district, and dichotomous variables. Logistic regression does not require the lim-
itations of the independent variables. Logistic regression does not require that the 
independent variables be in the form of intervals [7].

A Logistic Regression model is presented in this paper for predicting the mortality 
of hemodialysis patients with diabetes [8][9]. The purpose of this study was to pro-
vide a model that would assist doctors/physicians in predicting mortality rates for 
hemodialysis patients. The rest of this paper is organized as follows. Section 2 pres-
ents Methodology used in this research. Section 3 describes the results and analysis. 
Finally, the conclusion is described in Section 4.

2	 MATERIALS	&	METHOD

2.1	 Chronic	kidney	disease

Kidneys are organs that function to filter waste (waste substances from the 
body’s metabolism) and excess fluid from the blood to be excreted through urine. 
Each day, the two kidneys filter about 120–150 liters of blood and produce about 
1–2 liters of urine. Not only that, the kidneys also have a number of important func-
tions, including: Regulate levels of chemicals in the body so that the heart and mus-
cles can work properly, helps regulate blood pressure, producing substances such 
as vitamin D to maintain bone health, producing glycoprotein hormones, namely 
erythropoietin to help stimulate the production of red blood cells [10][1].

Chronic Kidney Failure is one of the diseases experienced by this important organ. 
This condition is characterized by a gradual decline in kidney function. This kidney 
damage can be in the form of tissue abnormalities, blood composition, and urine 
or kidney imaging tests, which are experienced for more than three months [11]. 
Chronic kidney failure will end up becoming end renal failure (ESRD) if not treated 
properly. The condition occurs due to the buildup of body waste, fluids, and elec-
trolytes that can harm the body. If it is so, the body requires a dialysis procedure or 
dialysis. The procedure aims to help the performance of the kidney that has been 
damaged. Patients are usually not aware of the symptoms that appear, so treatment 
steps tend to be late. If it is so, a number of symptoms will appear as a sign that the 
kidneys cannot function properly [12][13].

The National Kidney Foundation (NKF) divided kidney disease into five stages. This 
helps doctors provide the best care, as each stage calls for different tests and treatments. 
GFR, or glomerular filtration rate, is a mathematical formula that calculates kidney 
disease stage based on a person’s age, gender, and serum creatinine level. It is import-
ant to monitor kidney function by measuring creatinine, a waste product from muscle 
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activity [14]. Creatinine is removed from the blood by the kidneys when they func-
tion well, but it is increased when kidney function slows down. There are 5 stages of 
Chronic Kidney Disease, Stage 1 with normal or high GFR (GFR > 90 mL/min), Stage 2 
Mild CKD (GFR = 60–89 mL/min), Stage 3A Moderate CKD (GFR = 45–59 mL/min), Stage 
3B Moderate CKD (GFR = 30–44 mL/min), Stage 4 Severe CKD (GFR = 15–29 mL/min), 
Stage 5 End Stage CKD (GFR <15 mL/min). For kidney disease diagnosed at an early 
stage, the main treatment options are: Medication, Lifestyle changes, Diet changes. For 
severe cases of chronic kidney disease where kidney failure is already present, the 
only available treatment options are: Dialysis (dialysis), Kidney transplant/graft [3][15].

2.2	 Logistic	regression	principle

Logistic Regression is a classification algorithm to find the relationship between 
discrete/continuous features (input) and the probability of certain discrete output 
results. Logistic regression is the appropriate regression analysis to conduct when 
the dependent variable is dichotomous (binary). Like all regression analyses, the 
logistic regression is a predictive analysis. Logistic regression is used to describe data 
and to explain the relationship between one dependent binary variable and one or 
more nominal, ordinal, interval or ratio-level independent variables.

Types of Logistic Regression:

1. Binary Logistic Regression: This is a Logistic Regression which only has 2 out-
puts (classifying into 2 different classes). Example: Positive-Negative, Obesity-
Not Obesity.

2. Multinomial Logistic Regression: Is a Logistic Regression that has 2 or more out-
puts (classifies into 2 different classes). For example, Sentiment Analysis class 
positive, negative, and neutral sentences.

3. Ordinal Logistic Regression: Is a Logistic Regression that has 2 or more outputs 
with respect to the order. (Classifying into 2 different classes by paying attention 
to the order). An example is dividing the class of students in the range of Grade 
Point Average 1.xx, 2.xx, 3.xx, and 4.00.

Logistic Function is a function formed by equating the Y value in Linear Function 
with Y value in Sigmoid Function. The purpose of the Logistic Function is to represent 
the data that we have in the form of a Sigmoid function [16].

Fig. 1. Logistic function
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From Figure 1, we can form a Logistic Function by performing the following steps:

1. Perform the Inverse operation on the Sigmoid Function, so that the sigmoid 
function changes its shape to Y = ln(p/(1 – p).

2. Equivalent to the Linear function Y = b0 + b1 * X so that we get the equation 
ln(p/(1 – p) = b0 + b1 * X.

Change the equation ln(p/(1–p) = b0 + b1 * X into logarithmic form so that we get 
the equation P = /(1 + e^ b0 + b1 * X)) [17][18].

2.3	 Determination	of	coefficient	of	logistic	function:	Maximum		
likelihood	+	R-Squared	(R²)

Maximum likelihood estimation is a method that determines values for the param-
eters of a model. The parameter values are found such that they maximize the like-
lihood that the process described by the model produced the data that were actually 
observed. Maximum Likelihood is a way to determine the position of the Sigmoid 
which is the best model that can be formed from the available data. R-Squared is a 
method used to determine whether a Logistic Function with a Maximum Likelihood 
value can represent data well (good if R-squared = 1, Bad if R-squared = 0) [19].

Fig. 2. Logistic function: likelihood

There are 2 important parameters needed in finding the R-Squared value, namely 
Maximum Likelihood and Badfit Likelihood as seen in Figure 2.

There is another approach to produce a Logistic Function that can classify data 
well, namely by using the Gradient Descent method. The Gradient Descent method 
works by updating the weights (b0 and b1) by minimizing the Loss value. The smaller 
the Loss value, the better the Logistic Function in representing the data [15][20][21]. 
Loss value in Logistic Regression can be known using the following formula:

 Loss = –(Yaktual log(Yprediksi) + (1 – Yaktual)log(1 – Yprediksi)) (1)

2.4	 Dataset

The dataset acquired from Kaohsiung Chang Kung Hospital. Datasets were 
reviewed in accordance with the Declaration of Helsinki using the approval number 
101–1595B of Kaohsiung Chang Kung Hospital in Taiwan.
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In total, there are 665 HD patients, of whom 59 suffer from cardiovascular 
diseases (CVDs) and 159 suffer from diabetes. In accordance with the age of the 
patients, the data are divided into four sets: Dataset A, Dataset B, Dataset C, and 
Dataset D.

There are 66 patients in dataset A, all of whom are younger than 56 years of age. 
66 patients are included in dataset A, where the average age is under 56 years old. 
A total of 354 patients in dataset B range in age from 56 to 61 years old. The dataset C 
consists of 170 patients between the ages of 61 and 75. 75 patients over 75 years old 
are included in dataset D. 75 patients over 75 years old are included in dataset D. 
Males and females are included in each dataset.

This paper tests classifier performance using the following terms:
Hemodialysis patient’s risk of death is predicted with the aid of this ACC, which 

measures the accuracy of a classifier in the prediction. An incorrect classification 
is determined by the error rate [22]. Known also as a recall, sensitivity (Se) mea-
sures the accuracy of the classifier when predicting positive proportions. In the clas-
sification process, the classifier measures the specificity (Sp) of its predictions. As 
its name implies, precision, or positive predictive value (PPV), is a measure of how 
much variability can be predicted from results. NPV refers to the ratio between neg-
ative predictions and actual negative values. In health care, prevalence measures 
the proportion of the population with certain diseases, which may include diabetes, 
anemia, and CVD [23][24]. Diabetes (DM) was the focus of this paper.

The values of all metrics were derived using the classperf command in Matlab®, 
as follows:

 CP = classperf (truelabels, classout)

 As well as these metrics, we also used the following ones. Test/prediction accu-
racy of a classifier is measured by the F1 score [25]. A dichotomous predicted result’s 
performance can be determined by informedness (BM), which goes beyond multi-
class cases. As the inverse of Youden’s J, markedness (MK) describes the degree of 
markedness.

 1
.2. PPV TPRF

PPV TPR
=

+  

 BM = TPR + TNR = 1 

 MK = PPV + NPV 

3	 RESULT	AND	DISCUSSION

3.1	 Prediction	results	of	dataset	A

Based on the results of Logistic Regression (LR) testing, it was observed that 
Dataset A had a correct rate (acc) training of 0.879 for a period of 695.13 msec. 
In comparison with KNN, simple tree (DT), and linear discriminant (LD), the Logistic 
Regression execution time is longer. A linear discriminant and ensemble logic algo-
rithm achieved a short training time of 318.69 msec, and a long training time of 
695.13 msec for dataset A respectively. Dataset A is listed in Table 1 along with the 
complete training comparison results.
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Fig. 3. Training comparison of dataset A -Accuracy

Fig. 4. Training comparison of dataset A – time
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From Figures 3 and 4 it can be seen that data analysis using Logistic Regression 
produces a truth level of 0.879. Logistic Regression has a lower error rate than 
Decision Tree, yielding 0.04 but higher than Linear Discriminant, Logistic Regression, 
Ensemble (En), and KNN. Ensemble Tree produces the highest error rate of 0.1061. 
In Table 2, we present detailed predictions based on dataset A.

Linear discriminant of 0.924 was found to be the most accurate predictor 
of mortality in Dataset A, followed by Ensemble and KKN of 0.894, and Logistic 
regression of 0.879.

Table 1. Prediction result comparison of dataset A

Metrics LR DT KNN LD En

Correct rate 0.960 0.924 0.893 0.955 0.894

Error rate 0.040 0.076 0.107 0.045 0.106

Sensitivity (TPR) 0.569 0.429 0.514 0.571 0

Specificity (TNR) 1 0.983 0.974 1 1

Positive Predictive Value 1 0.750 1 1 NaN

Negative Predictive Value 0.952 0.936 1 0.952 0.894

PositiveLikelihood NaN 25.286 NaN NaN NaN

NegativeLikelihood 0 0.581 0 0.429 1

Prevalence 0.106 0.106 0.106 0.106 0.106

F1 0.725 0.546 0.679 0.727 NaN

Bookmaker Informedness (BM) 0.569 0.412 0.488 0.571 0

Markedness(MK) 0.952 0.686 1 0.952 NaN

Table 1 shows that the highest correct rate of prediction for Dataset A is 0.960 for 
Logistic Regression, followed by 0.955 for Linear Discrimination, 0.924 for Decision 
Tree, 0.894 for Ensemble, and 0.893 for KKN.

3.2	 Prediction	results	of	dataset	B

Of the total 354 patients Dataset B, Logistic Regression successfully predicted with 
precision reaching 0.8730 and up to 0.893 respectively for training and test. When 
compared to the decision tree, Logistic regression is more inferior where Tree pro-
vides accuracy 0.927 and 0.944 for training and test dataset B. Other facts show that 
Logistic regression is still better than other methods, namely KNN and Ensemble, 
where respectively provides accuracy values well below Logistic Regression and lin-
ear discriminant. Table 3 shows the results of the training dataset B, whereas Table 4 
is the predicted mortality risk for the B dataset.
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Fig. 5. Training comparison of dataset B – Accuracy

Fig. 6. Training comparison of dataset B – time
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Using Dataset B, as shown in Figures 5 and 6, it is evident that the Decision Tree 
classifier shows the highest accurary in predicting the mortality in HD patients with 
diabetes, i.e.at the rate of 0.927, followed by Linear Discriminant of 0.879, Logistic 
Regression of 0.873, KKN of 0.853, and the last one is Ensemble of 0.839.

Table 2. Prediction result comparison of dataset B

Metrics LR DT KNN LD En

Correct rate 0.893 0.944 0.880 0.901 0.893

Error rate 0.107 0.057 0.120 0.099 0.107

Sensitivity (TPR) 0.368 0.825 0.544 0.544 0.368

Specificity (TNR) 0.993 0.966 0.970 0.970 0.993

Positive Predictive Value 0.913 0.825 0.775 0.775 0.913

Negative Predictive Value 0.891 0.966 0.917 0.917 0.891

PositiveLikelihood 54.710 24.490 NaN 17.947 54.710

NegativeLikelihood 0.636 0.182 0 0.470 0.636

Prevalence 0.161 0.161 0.161 0.161 0.161

F1 0.693 0.825 0.693 0.693 0.693

Bookmaker Informedness (BM) 0.362 0.791 0.514 0.514 0.362

Markedness(MK) 0.804 0.791 0.692 0.692 0.804

Using Dataset B, as shown in Table 2, it is evident that the Decision Tree classifier 
shows the highest correct rate in predicting the mortality of hemodialysis patients 
with diabetes, i.e. at the rate of 0.944, followed by Linear Discriminant of 0.901, 
Logistic Regression and Ensemble of 0.893, and the last one is KKN of 0.880.

3.3	 Prediction	results	of	dataset	C

 After training on 170 hemodialysis patients in Dataset C, it was found that 
Logistic regression yielded accuracy of 0.818 achieved for 160.89 msec. Tree only 
gives accuracy 0.771. KNN and Ensemble each provide accuracy of 0.765, and 0.641, 
respectively. Figures 7 and 8 shows the training result of Dataset C, whereas Table 3 
shows the performances comparison results of Dataset C.
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Fig. 7. Training comparison of dataset C – Accuracy

Fig. 8. Training comparison of dataset C – Time
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Table 3. Prediction result comparison of dataset C

Metrics LR DT KNN LD En

Correct rate 0.882 0.859 0.841 0.841 0.641

Error rate 0.118 0.141 0.159 0.159 0.359

Sensitivity (TPR) 0.803 0.689 0.803 0.721 0

Specificity (TNR) 0.927 0.954 0.927 0.908 1

Positive Predictive Value 0.860 0.894 0.860 0.815 NaN

Negative Predictive Value 0.894 0.846 0.894 0.853 0.641

Positive Likelihood 10.945 15.010 10.945 7.862 NaN

Negative Likelihood 0.212 0.3275 0.212 0.307 1

Prevalence 0.359 0.359 0.359 0.359 0.359

F1 0.831 0.778 0.831 0.765 NaN

Bookmaker Informedness (BM) 0.730 0.643 0.730 0.630 0

Markedness(MK) 0.753 0.739 0.753 0.668 NaN

3.4	 Prediction	results	of	dataset	D

Figures 9 and 10 show Logistic Regression performance and comparison methods 
for the D dataset, respectively. After the training and the test turns out Logistic regres-
sion is still superior to its competitors except tree. Logistic regression provides training 
accuracy 0.613 and test accuracy 0.867. The required execution time is 529.88 msec, 
slower than Tree, KNN and Linear discriminant, but faster than tree and ensemble.

Fig. 9. Training comparison of dataset D – Accuracy
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Fig. 10. Training comparison of dataset D – Time

Table 4. Prediction result comparison of dataset D

Metrics LR DT KNN LD En

Correct rate 0.867 0.977 0.773 0.708 0.560

Error rate 0.133 0.023 0.227 0.293 0.440

Last Correct Rate 0.867 0.987 0.773 0.708 0.560

Last Error Rate 0.133 0.1330 0.227 0.293 0.440

Inconclusive Rate 0 0 0 0 0

Classified Rate 1 1 1 1 1

Sensitivity (TPR) 0.857 1 0.810 0.691 1

Specificity (TNR) 0.879 0.970 0.727 0.727 0

Positive Predictive Value 0.900 0.970 0.791 0.763 0.560

Negative Predictive Value 0.829 1 0.750 0.649 NaN

PositiveLikelihood 7.071  33 2.968 2.532 1

NegativeLikelihood 0.163 0 0.262 0.426 NaN

Prevalence 0.560 0.560 0.560 0.560 0.560

F1 0.878 0.985 0.800 0.725 NaN

Bookmaker Informedness (BM) 0.736 0.970 0.537 0.418 0

Markedness(MK) 0.729 0.970 0.541 0.412 NaN
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From Table 4, it is evident that Logistic regression provides the second highest 
training accuracy for Dataset D in predicting the mortality in HD patients with dia-
betes in comparison to other algoritms being used below decision tree, i.e., 0.770, 
followed by Ensemble of 0.560, KKN of 0.547, and Linear Discriminant of 0.533.

Table 4 shows that Logistic Regression has the second highest level of truth, namely 
0.987 under a decision tree of 0.977, the third position is KKN of 0.7733 followed by 
Linear Discriminant of 0.7076, and lastly is Ensemble of 0.56 as shown in Figure 11.

Fig. 11. F1 Score comparison

4	 CONCLUSION

The Logistic Regression based mortality prediction in Hemodialysis patients was 
developed successfully. Compared to KNN, Tree, Ensemble, Linear discriminant and 
logistic regression, the Logistic Regression performs better in accuracy and small 
error rate. Proven by F1-score, the Logistic Regression give the highest scores for all 
test except for dataset B. The mortality in Hemodialysis patients is influenced by dia-
betes. Based on the results of experiments, it is evident that Logistic Regression has a 
good performance for prediction of mortality in Hemodialysis patients with diabetes.
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