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PAPER

Arrhythmia Detection Based on New Multi-Model 
Technique for ECG Inter-Patient Classification

ABSTRACT
This paper presents a novel model for arrhythmia detection based on a cascading technique 
that utilizes a combination of the One-Sided Selection (OSS) method, Support Vector Machine 
(SVM), and K-Nearest Neighbor (KNN) algorithms, this model denoted by (OWSK) model to 
classify four types of electrocardiogram (ECG) heartbeats following inter-patient scheme. The 
OWSK model consists of three stages. The first stage involves resampling using the One-Sided 
Selection (OSS) method to solve the imbalance problem and reduce data by removing noisy, 
borderline, and redundant samples. The second stage involves using Wavelet Transformation 
(WT) and Power Spectral Density (PSD) to extract the most relevant frequency domain fea-
tures. The third stage involves a cascading process by constructing the classifier from SVM 
trained on the whole dataset to classify normal and abnormal beats. Then, KNN (K-Nearest 
Neighbors) is trained on only the three irregular minority classes to classify the three types 
of arrhythmias for the detection of ventricular ectopic beats, supraventricular ectopic beats, 
and fusion beats (V, S, and F). The performance of the proposed model is evaluated in terms 
of different metrics, including accuracy, recall, precision, and F1 score. The results show 
the superiority of the proposed model in medical diagnosis compared to the latest works, 
where it achieves 90%, 90%, 93%, and 91% for accuracy, recall, precision, and F1 score under 
the inter-patient paradigm and 98%, 98%, 98%, and 98% under the intra-patient paradigm.

KEYWORDS
arrhythmia detection, ECG, inter- and intra-patients paradigm, wavelet transform, One-Sided 
Selection (OSS) method

1	 INTRODUCTION

Heart disease is one of the most severe diseases, the late detection of which may 
threaten human life. Among these diseases is arrhythmia, as these diseases are iden-
tified by analyzing the electrocardiogram (ECG), which is one of the most popular 
methods used to check the electrical activity and rhythm of the heart [1, 2]. Based on 
the analysis of the ECG to extract relevant features, the automatic classification models 
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of heartbeats are constructed to identify different types of heart diseases, including 
arrhythmia [3]. This paper proposes a novel model based on machine learning models  
that aim for the early, accurate detection of heart diseases [4]. Many problems have 
been faced by these models associated with the ECG datasets as the imbalance 
between the types of arrhythmia classes where the normal subjects always construct 
the majority class that contains several samples much more than other abnormal 
classes [5]. In addition, there is another problem that concerns the scheme of splitting 
the heartbeats of patient ECG records into training and testing datasets, where there 
are two schemes; the first is the inter-patient scheme in which there are no heart-
beats in both the training and testing datasets for the same patient record [6].

In contrast, in the second intra-patient scheme, there are heartbeats for the same 
patient in both the training and testing datasets; this scheme causes biased classifi-
cation results due to a higher correlation between the beats of the same ECG patient 
record [5]. Many researchers implemented their learning model on an intra-patient 
scheme and achieved high classification accuracy [7]. However, these results led to 
a need to generalize the model performance on the practical clinical samples. As for 
the inter-patient scheme, obtaining high accuracy is not easy, as the model is subject 
to evaluation using samples that it has never been trained on, especially when this 
problem combines with the problem of imbalance [5, 8].

A few studies focused on the inter-patient scheme. Most relied on deep learning, 
characterized by its high computational complexity regarding training time, com-
putational cost, number of parameters needed to construct the model, and model 
architecture complexity [9, 10].

The main objective of this work is to address the problem of early heart disease 
detection and diagnosis by developing a more efficient classification model that can 
produce good results. A classification model based on two machine learning meth-
ods was proposed to achieve this objective, which classifies ECG beats using inter 
and intra-patient schemes. The significant contributions of this work are:

•	 The imbalance problem was addressed using a down sampling method, the One-
Sided Selection (OSS).

•	 The WT was used as feature extraction at the fourth level of decomposition of the 
ECG signals.

•	 Based on two machine learning methods: SVM and KNN were used in a 
two-cascaded stages process to produce a model denoted by OWSK-model 
(OSS-WT-SVM-KNN model) with an analysis study of the efficiency of this pro-
posed model.

 This paper presents a novel cascading multi-model technique for arrhythmia 
detection based on inter and intra-patient ECG Heartbeats classification. The pro-
posed model utilizes a combination of the One-Sided Selection (OSS) method, Support 
Vector Machine (SVM), and K-Nearest Neighbor (KNN) algorithms to address the 
imbalance problem in the MIT-BIH Arrhythmia Database.

2	 RELATED	WORKS

Several researchers produced different classification models of heartbeats for 
arrhythmia detection addressing the inter-patient problem, where the inter-patient 
scheme is most realistic clinically. Most of the research is based on deep learning 
networks to construct their models.

https://online-journals.org/index.php/i-joe
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An architecture of a deep learning model based on the densely connected con-
volutional neural network (DenseNet) and gated recurrent unit network (GRU) was 
implemented and evaluated using two standard MIT-BIH databases (arrhythmia 
and supraventricular databases) in terms of accuracy and sensitivity. The results 
show that this model achieved 93.61% classification accuracy and 62.7% sensitivity 
for supraventricular (SVEB) and 93.71% classification accuracy, and 91.25% sensitiv-
ity for ventricular (VEB) [11].

A lightweight two-dimensional convolutional neural network (2D-CNN) was 
designed in [12] to improve the accuracy of inter-patient ECG heartbeats classification. 
This work uses a computer vision approach, where a plotting algorithm was built to 
plot the ESG signal as a low-sized image. Then, reliable VGG network concepts were 
applied to the constructed ECG images. This proposed model achieved the highest 
classification accuracy of about 98.5% and prediction accuracy of about 98.4% for 
SVEB heartbeats and VEB heartbeats, respectively.

Another automatic model utilizing deep convolutional neural networks (CNN) 
was proposed in [13], focusing on inter-patent ECG heartbeats classification. This 
model was evaluated on the MIT-BIH arrhythmia database regarding sensitivity, 
positive predictivity, and false positive rate. As a result, this model obtained 97% 
positive predictivity, 92% sensitivity, and 23% false positive rate for normal heart-
beats (N), 56% positive predictivity, 62% sensitivity, and a 2% false positive rate for 
supraventricular ectopic beat (SVEB), and 51% positive predictivity, 89% sensitivity, 
and 6% false positive rate for ventricular ectopic beat (VEB).

In [14], a novel deep convolutional neural network was proposed for inter-patient 
heartbeat classification. This work fixed the unbalancing problem by suggesting a 
batch-weighted loss function; no preprocessing steps were used. Five classes of MITDB 
arrhythmia were classified using this model, which achieved 88.34% classification 
accuracy, 48.25% positive productivity, 90.90% sensitivity, and 88.51% specificity.

A new method for ECG classification using deep learning has been introduced. 
It solves the issue of insufficient labelled data, improves classification accuracy, and 
handles varying data distributions. The method comprises three modules: multi-
scale feature extraction, domain discrimination, and classification. Experiments 
show the approach to be effective, with a classification accuracy of 92.3% [15].

All the mentioned works depend on deep learning methods in constructing their 
model, and none use machine learning methods. Although models based on deep 
learning achieve high classification accuracy, they require large amounts of data 
for training, longer training time, and a specialized GPU (graphics processing unit). 
Hence, they are more complex than models based on machine learning. So, in this 
work, the proposed model is based on the machine learning method to ensure effi-
ciency in using simple methods and a small number of training data while achieving 
promising results in the classification of minority classes of the used dataset.

3	 MATERIAL	AND	METHODS

3.1	 Database

The standard MIT/BIH arrhythmia database contains 48 half-hour excerpts of 
two-channel ambulatory ECG recording files obtained from 47 patients (25 of the 
patients were men aged 32 to 89 and 22 were women aged 23 to 89, two records 
numbered 201 and 202 for the same patient), is freely available at (https://physionet.
org/content/mitdb/1.0.0/). The recordings were digitized with a sampling frequency 
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of 360 Hz and acquired with 11-bit resolution over a ten-mV range [16]. In this work, 
44 files were used from all 48 database records. According to the Association for the 
Advancement of Medical Instrumentation (AAMI) recommendations, four records 
(102, 104, 107, 217) with paced beats are excluded. AAMI recommendations catego-
rize the 18 types of heartbeats into five groups: Nontectonic beat (N), supraventricu-
lar ectopic beat (S), ventricular ectopic beat (V), fusion beats (F), and unknown beat 
type (Q). The unknown beat (Q) group is excluded due to its few positive samples 
compared to other classes; it has only 15 samples [5].

Two typical schemes of separating the entire database into training and testing 
sets are intra-patient and inter-patient. In the intra-patient scheme, the beats of all 
ECG records are collected together and then split into training and testing datasets 
with the specific thumb-of-rule ratio. This method ensures that the heartbeat sam-
ples of the same patient are found in both the training and testing datasets. As a 
result, the classification accuracy of the model evaluated on this scheme reached 
up to 99% due to solid dependence and correlation between heartbeats of the same 
patient. The result of classification testing beats of the patient which is reset in the 
training set, was bias result [6].

The inter-patient scheme involved separating the patients’ records to the training 
and testing datasets without intersecting so that the model predicted the class label 
for patient ECG samples, which were not available in training set during the training 
process. Generally, the 44 ECG records of MITDB are split as follows: 22 records num-
bered (101, 106, 108, 109, 112, 114, 115, 116, 118, 119, 122, 124, 201, 203, 205, 207, 
208, 209, 215, 220, 223, 230) for the training set and denoted by DS1, and the rest 22 
records numbered as (100, 103, 105, 111, 113, 117, 121, 123, 200, 202, 210, 212, 213, 
214, 219, 221, 222, 228, 231, 232, 233, 234) for testing set and denoted by DS2, which 
are used for testing and evaluation of the model [12].

3.2	 One-Sided	Selection	(OSS)	method

An imbalanced database means that the number of examples in each class is 
unequally distributed. An imbalanced dataset is one of the most common problems 
that machine learning methods face. This problem affects the performance of the 
classification model and causes overfitting, which leads to less generalization and 
high misclassification [17].

Many algorithms were proposed to overcome the limitation and drawbacks of the 
under-sampling technique, such as One-Sided Selection (OSS), which combines two 
other under-sampling methods: Tomek Links and the Condensed Nearest Neighbor 
(CNN) Rule. The OSS benefits from both methods, where noisy and borderline exam-
ples are removed by implementing Tomek Links. These redundant examples are 
far from the decision boundary removed by CNN. These methods ensure no loss of 
information and balance [18].

3.3	 Support	Vector	Machine	(SVM)

SVM is one of the supervised machine learning methods which is used chiefly 
for binary. The essential working principle (framework) of SVM is the construction 
of a hyperplane that splits the two classes with high classification accuracy and as 
large a margin as possible. Where the margin is a perpendicular distance between 
the two lines on the closest class points, these closest class points are denoted as 
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support vectors. SVM is characterized by significant classification results for the lin-
ear and nonlinear separable dataset using kernel trick, which transfers the data to 
the high dimensional space using a nonlinear function where the data can be sepa-
rated linearly [19].

SVM performs linear classification for the training set, which represents as 
{(xi, yi)} for i = 1, 2, 3 … … N where xi is the n-dimensional feature vector in the 
original data space, N number of samples in the dataset, yi is a target label that is 
either +1 or -1 indicating the class including xi. Linear SVM aims to find the optimal 
hyperplane that segregates between xi points belonging to class +1 and xi points 
belonging to class -1 with the maximum gap between the hyperplane and nearest 
points xi belonging to either class; this hyperplane is a set of points that satisfy the 
equation as follows [20]:

 w x bT � � 0  (1)

Where w is the adjustable weight normal vector to the hyperplane and b is the 
bias. Then the points belong to class +1 on or above the line as follows:

 w x bT � � �1  (2)

The points belong to class -1 on or below the line:

 w x bT � � �1  (3)

The margin is the distance between these two lines, defined geometrically as 
2
w

, so the term w  should be minimized to maximize the margin.

The optimization function which should be solved to find the optimal hyperplane 
with maximum margin is formulated as:

Minimise 
w2

2
 (objective function)

Subject to constrain yi (w.x + b) ≥ 1, i = 1, 2, 3, … … N
If the data has a nonlinear separable pattern, then the optimization function is 

formulated as follows:
 Minimize the objective function �
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Subject to constrain yi (w.x + b) ≥ 1 – ξi, ξi ≥ 0, i = 1, 2, 3, … … N
Where ξi is slack variables, and C is a regularization parameter that weights two 

terms in the objective function to obtain a soft margin. So, when the value of C is  
large, the misclassification examples are penalized and the margin will be hard (small 
gap). The misclassification examples are given a low penalty for a small value of C, and 
the margin will be soft (large gap), leading to high generalization performance for new 
examples prediction with more accuracy and overcoming the overfitting problem [21].

The nonlinear decision function is more sufficiently satisfactory to be considered 
practically where the nonlinear SVM was extended using inner product kernel nota-
tion and the points of original data are transferred to a high dimensional Euclidean 
space H in which the data can be separated by linear decision boundary, using a 
nonlinear function as [22]:

∅: Rn → H where Rn is the original space of feature vectors.
In the training process, the kernel function K is defined as related to ∅(xi) as:

 K x x x x
i j i j

( , ) ( ). ( )� � �  (4)
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Hence the w in transferred space will be:

 w y x
i

N

i i i
� �

�
�

1

� ( )  (5)

Then the function of hyperplane (decision boundary function) can be calculated 
by dot product with w as follows:

 f x w x sign y K x x b
i

N

i i i
( ) . ( ) ( , )� � � �

�

�
�
�

�

�
�
�

�
�

1

�  (6)

Where αi for i = 1, 2, 3, … N are Lagrange multipliers.
There are many kernel functions. The most common one is the Gaussian radial 

basis kernel denoted by (RBF) which is used in this work, defined as:

 

2

22( , )
i jx x

i jK x x e σ

 −
 −   =

PP

 (7)

Where σ is the kernel’s width, it has a significant effect on the SVM classification 
accuracy, as with regularisation parameter C effect, which also has an essential role 
in controlling the classification accuracy, as we will show in the results of classifica-
tion two inter and intra-patient schemes [19].

3.4	 K-Nearest	Neighbor	(KNN)

 KNN is one of the simplest and non-parametric machine learning algorithms for 
supervised learning, used for classification and regression. The main framework 
of KNN is the similarity between the new test sample and the training dataset and 
classifying it to the class with the most similarity. According to that, it considers a 
non-parametric algorithm since it does not make any assumption on underlying 
data. In addition, KNN does not model or learn from the training dataset during 
the training process; instead, it just stores the dataset, so it is called a lazy learn-
ing algorithm [23]. While during the testing or prediction phase, when there is a 
new sample, it computes the similarity between this new sample and all the stored 
training data.

Bellow steps illustrate the KNN algorithm:
Step1: Store the training data
Step 2: Choose the initial value for K number of neighbours.
Step 3: For each sample in testing:

1. Calculate the distance to each sample in the training dataset
2. Sort the distances and indices in ascending order and choose the K few distances 

to determine the K nearest training samples (K training samples close to new 
test samples).

3. Identify the class labels of these K points and determine the most frequent class 
label, hence classifying the new sample to this class and assigning it as the pre-
dicted label to that new sample.

https://online-journals.org/index.php/i-joe
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The above steps are easy to implement and have no training time, but it needs 
high memory and prediction time. This project aims to address the issue at hand, to 
enhance the effectiveness of KNN while leveraging its straightforwardness [24].

4	 GENERAL	PROPOSED	FRAMEWORK

4.1	 Data	preprocessing	and	perpetration

ECG database contains patients’ records that the segmentation process should 
prepare. Each record has been segmented using a window of –300 ms to 400 ms 
around the R-wave into the number of beats, each beat of 252 samples using tools 
of (WFDB) software.

After the segmentation process, the ECG heartbeats for each patient were saved in 
CSV files individually, i.e., there were 44 CSV files for 44 patients. Then these files are 
separated into training and testing sets according to inter and intra-patient schemes, 
as in Table 1.

There are general preprocessing steps that all databases have in common, such 
as processing the missing, smoothing the outlier data, data normalization, and data 
reduction. These steps were implemented on the arrhythmia database used in this 
work as follows:

1. Deleting the records that contain a missing value.
2. Using the wavelet transform, which ensures the removal of noise and data 

reduction.
3. Using the Z-score normalization method: data normalization reduces DC offset 

and magnitude variant scaling among different files.
4. On the other hand, there are specific preprocessing steps that depend on the 

characteristics of the data, the distribution of its samples, how to read it, convert 
it, and prepare it into data that can be worked on according to the programming 
language used, as well as make it appropriate for the classification model used.

MIT-BIH arrhythmia database is characterized by a high imbalance problem, as 
in Table 1, which illustrates the number of samples belonging to each class. Also, 
it contains high borderline and overlap examples. Therefore, these problems were 
addressed and fixed using one of the resampling methods known as the One-Sided 
Selection (OSS) method, as in Table 2.

Table 1. The separation of the dataset into training and testing datasets following inter  
and intra-patient scheme

Scheme Type Dataset
Class Label Types

# ECG Beats
N S V F

Inter-patient Training dataset DS1 45827 944 3786 414 50971

Testing dataset DS2 44217 1837 3219 388 49661

Total 90044 2781 7005 802 100632

Intra-patient Training dataset 63030 1947 4904 561 70442

Testing dataset 27014 834 2101 241 30190

Total 90044 2781 7005 802 100632

https://online-journals.org/index.php/i-joe
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Table 2. Data distribution in each class for training with the binary class label  
following inter and intra-patient

Scheme Type Training Dataset
Training Dataset with the Binary 

Class Label Total 
Number of Beats

Normal(N) Abnormal

Inter-patient DS1 before OSS 45827 5144 50971

DS1 after OSS 20232 5144 25376

Intra-patient Before OSS 63030 7412 70442

After OSS 43226 7412 50638

4.2	 Feature	extraction

This work extracts two feature categories based on Discrete Wavelet transforms 
and Power Spectral Density (PSD). The first stage of the feature extraction phase 
in this work is calculating the detail coefficients of input heartbeats using wavelet 
transformation at the fourth decompositions level.

The wavelet transforms mathematical formulation expressed by [25]:

 W t s
s

x
t

s
d

x

�

�

�

� �
�

�( ), ( )� �
��

�
�

�

�
�

�
�

1  (8)

Where: s is scale (dilation), y(t) is mother wavelet, τ is a time shift, and ψ * is y 
complex conjugate. There is more than one example of a mother wavelet; the Haar 
wavelet was used in this work [26].

The second stage of the feature extraction phase is calculating the power  
spectral density (PSD) of WT. Approximate coefficients at the fourth level of the non- 
parametric periodogram method, which is the Fourier transform of the autocorrela-
tion signal defined, as follows [27]:

 ˆ( ) , / /P F
t

N
x e t f t

n

N

n

i f tn� � � �
�

�

���
� ��

0

1

2

2

1 2 1 2�  (9)

Where xn is sampled at fs samples per unit time, ∆t is the sampling interval. For a 
one-sided periodogram, the values at all frequencies except 0 and the Nyquist, 1/2∆t, 
are multiplied by two so that the total power is conserved.

This procedure extracts important discriminate features with less dimension 
than the original data.

4.3	 Proposed	model	construction

The proposed OWSK_Model is designed and constructed from four basic steps 
based on the idea of handling data imbalance:

1. The first step includes redistributing the database into two forms. The first dis-
tribution includes forming a binary database consisting of normal and abnor-
mal examples by changing the class labels from multi-label to binary labels, i.e., 
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we denote the normal label by 0 and any label of any abnormal type with the 
symbol 1. The second distribution involved the isolation of minority samples 
from the original database and the construction of a database consisting of three 
types of abnormal heartbeats S, V, F.

2. The second step is to use the downsample One-Sided Selection (OSS) method for 
the first binary distribution, which includes removing redundant, noise, outlier, 
overlap, and borderline samples from the normal class N as in Table 2.

3. The third step is to extract the characteristics from the ECG signals, which include 
the detail coefficients of the fourth decomposition level of the discrete wavelet 
transform (DWT), and concatenate it with the PSD coefficients obtained for the 
approximate coefficients of the fourth decomposition level of DWT. Block 2 in 
Figure 1, which is decomposed as separated Figure 2, illustrates this step.

4. The fourth step is related to the use of the machine learning-based cascading 
multi-model technique for classification, which includes the use of the support 
vector machine (SVM) method and training it on the binary database distribution 
to classify the data into normal and abnormal heartbeats and then using and 
training the K-Nearest Neighbors (KNN) method on second minority multiclass 
database distribution to classify the minority samples into three types of abnor-
mal heartbeats S, V, F. The trained models are then used to predict test samples 
as follows:

Predict normal and abnormal heartbeats using SVM, then take only the abnormal 
predicted samples and enter them into the second KNN model to predict their type. 
Finally, the results of predictions from the two methods are combined to evaluate 
the OWSK model, Block 5 in Figure 1, which is decomposed after being separated. 
Figure 3 illustrates the prediction step. Figure 1 illustrates the main components of 
the proposed OWSK model.

Fig. 1. The main components of the proposed framework

https://online-journals.org/index.php/i-joe
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Fig. 2. The features extraction step of the proposed framework

Fig. 3. The prediction step of the proposed framework

5	 ANALYSIS	OF	COMPUTATIONAL	COMPLEXITY

The training time complexity of the SVM method is O(N3), and the space complex-
ity is O(N2). The testing (prediction) time is O(kd), where N is the number of samples 
in the dataset (dataset size), d is the dimension of the dataset, and k is the number of 
support vectors [28].

As well the testing (prediction) time complexity of the KNN method is O(k1dN), 
the space complexity is O(dN), where the N is the number of samples in the dataset 
(dataset size), d is the dimension of the dataset, and k1 is the number of Nearest 
Neighbors [29].

In light of the above Big O Notation, the training time complexity of the 
proposed classifier is O(N3), and the space complexity is O(N2 + dN1). The testing 
(prediction) time is O(kd + k1dN1), where N1 is the number of samples in the minority 
classes (since the KNN in the proposed model is trained on minority classes only).

The proposed model has become more complicated, but using the Wavelet as 
feature selection and feature reduction and OSS as an under-sampling technique 
improves the efficiency of the proposed model since the computation complexity of 
the proposed model depends on the size a dimension of the dataset as follows:

https://online-journals.org/index.php/i-joe
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A. Before using WT and OSS
The size of the training set is (50970) ECG heartbeats, and the number of features 

(dimension) is (252) before using WT and OSS. Then the training time complexity is 
O(509703), the space complexity is O(509702 + (252 * 5144)), and testing (prediction) 
time is O((k * 252) + k(252 * 5144)).

B. After using WT and OSS
The size of the training set is (25376) ECG heartbeats, and the number of features 

(dimension) is (25) before using WT and OSS. Then the training time complexity is 
O(253763), the space complexity is O(253762 + (25 * 5144)), and testing (prediction) 
time is O((k * 25) + k(25 * 5144)).

According to the algorithm of the proposed model, if the predicated sample is 
normal, the predicting time is O(25k), and if the predicated sample is abnormal, then 
O((k * 25) + k (25 * 5144)).

As a result, the proposed OWSK model training time complexity is reduced by 
88%, space complexity is reduced by 75%, and prediction time is reduced by 90% 
from the original value.

6	 RESULTS	AND	DISCUSSION

The proposed model was trained and tested on the MIT-BIH arrhythmia data-
base according to AAMI recommendations, and two inter and intra- patient schemes 
were considered.

The performance of the proposed model is evaluated in terms of several evaluation 
metrics; the most important are four main metrics: accuracy (ACC), recall or sensitiv-
ity (true positive ratio (TPR)), precision (positive prediction value (PPV)), and f1-score.

The rest metrics are false positive ratio (FPR), true negative ratio (TNR), false neg-
ative ratio (FNR), negative prediction value (NPV), and false prediction ratio (FDR).

In order to highlight the effectiveness of the proposed model, experiments 
were conducted following the AAMI guidelines and the inter-patient and 
intra-patient schemes.

6.1	 Performance	evaluation	of	proposed	model	following		
intra-patient	scheme

The results are presented for performance evaluation of the proposed classifi-
cation model, where the training and test sets were selected randomly as a 70:30 
thumb rule.

The proposed model was trained, and its performance was evaluated after the 
fourth DWT level of decomposition, where the dimension of the data entering  
the model is (16+9), where 16 equals the number of wavelet detail coefficients  
at the fourth level, and 9 are the nine features extracted from PSD of approximate 
WT coefficients at the fourth decomposition level in the aim of increasing the rele-
vant features. These features were concatenated to construct the final feature vector 
of 25 lengths. The results of the performance evaluation of the second stage of the 
proposed model based on KNN, which depends on the resultant prediction vector 
from the first stage, are illustrated in Table 3.

Predicted and actual value combinations for normal and abnormal classes using 
SVM with regularization parameter C=20 under the intra-patient scheme is illus-
trated in the confusion matrix Figure 4.
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Table 3. Evaluation results of the second stage of the proposed model based on KNN for the intra-patient 
scheme under different values of regularization parameter C

Class Type TPR FNR TNR PPV NPV FDR ACC
C=0.1
N 98.5 1.41 65.1 96.0 84.3 3.98 95.0
S 10.4 89.5 99.9 78.3 97.5 21.6 97.4
V 87.4 12.5 98.6 83.1 99.0 16.8 97.8
F 43.1 56.8 99.9 78.7 99.5 21.2 99.4
C=1
N 99.6 0.30 82.2 97.9 96.9 2.05 97.8
S 58.3 41.6 99.7 89.1 98.8 10.8 98.6
V 92.2 7.71 99.8 97.6 99.4 2.31 99.3
F 57.6 42.3 99.9 84.7 99.6 15.2 99.5
C=20
N 99.5 0.45 88.665 98.679 95.848 1.32 98.4
S 74.4 25.5 99.7 87.8 99.2 12.1 99.0
V 94.336 5.66 99.8 97.3 99.5 2.60 99.4
F 68.8 31.1 99.9 84.6 99.7 15.3 99.6
C=100
N 99.4 0.57 89.6 98.7 94.8 1.21 98.3
S 77.9 22.062 99.6 86.4 99.3 13.5 99.0
V 94.1 5.80 99.7 96.6 99.5 3.32 99.3
F 69.2 30.7 99.8 83.0 99.7 16.9 99.6

Fig. 4. Confusion matrix for multiclassification under the intra-patient scheme

The results show that the value of C significantly impacts all the performance met-
rics values, as all metrics increase with the increase of C, and the performance of the 
proposed model improved with a high value of parameter C for the SVM algorithm.

The impact of parameter C on the performance of the proposed model under the 
intra-patient scheme in terms of sensitivity was visualized in Figures 5 and 6.

As it is known, the enormous value of C makes the SVM try to minimize margin size 
(a decision boundary with a smaller margin) by giving a high penalty to misclassified 
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examples to reduce the number of misclassified examples. So, the evaluation results 
come true with this knowledge due to the natural character of the MIT dataset with 
an intra-patent scheme. The examples in the testing set correlated to examples in the 
training set, leading to an overfitting problem in case of a large margin. This small 
decision boundary suits the intra-patient scheme due to the high correlation between 
beats in training and testing datasets. Although the OSS method plays a significant 
role in solving the imbalance problem as it clears acceptable and promising results, 
the classes with few examples have more misclassification examples than classes with 
many examples. In contrast, the dataset used in this work needs a vast and significant 
difference between the examples for each class, especially between N, S, and F classes.
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Fig. 5. Sensitivity metric at different values of regularization parameter C for binary  
classification under the intra-patient scheme
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Fig. 6. Sensitivity metric at different values of regularization parameter C for  
multiclassification under the intra-patient scheme

6.2	 Performance	evaluation	of	proposed	model	following		
inter-patient	scheme

With the AAMI recommendations and the inter-patient scheme, the model’s gen-
eralization performance was evaluated using DS2, which was trained using DS1.

The researches of medical diagnoses experience showed that the delay of the best 
and small time of treatment could be caused by minority abnormal ECG heartbeats, 
which means that the incorrect misclassification of minority beats has more impact 
than majority beats, according that the most critical metrics are TPR, which refers to 
the number of correctly classified samples, and FNR, which indicates the ratio of the 
number of misclassifications.

So, the results in Table 4 are promising since the FNR (misclassification of abnor-
mality samples) of the minority abnormality class is only 19%, which is considered 
a small ratio concerning the small number of samples in the abnormality class as 
compared to the number of samples in normal majority classes.
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Table 4. Evaluation results of the second stage of the proposed model based on KNN for the inter-patient 
scheme under different values of regularization parameter C

Class TPR FNR TNR PPV NPV FDR ACC
C=0.1
N 91.2 8.78 80.1 97.3 52.9 2.60 90.0
S 72.7 27.2 95.4 37.9 98.9 62.0 94.5
V 84.3 15.6 96.1 60.5 98.8 39.4 95.4
F 43.8 56.1 99.8 69.9 99.5 30.0 99.4
C=1
N 70.4 29.5 84.9 97.4 26.1 2.57 72.0
S 82.6 17.3 78.1 12.6 99.1 87.3 78.3
V 84.0 15.9 94.8 53.1 98.8 46.8 94.1
F 55.4 44.5 99.1 35.1 99.6 64.8 98.8
C=20
N 59.6 40.3 70.0 94.1 17.6 5.82 60.7
S 52.3 47.6 70.7 6.42 97.4 93.5 70.0
V 77.2 22.7 92.8 42.8 98.3 57.1 91.8
F 47.9 52.0 98.5 20.8 99.5 79.1 98.1
C=100
N 65.2 34.7 58.0 92.6 17.0 7.34 64.4
S 36.5 63.4 75.0 5.33 96.8 94.6 73.6
V 69.7 30.2 93.8 43.9 97.8 56.03 92.2
F 22.9 77.06 98.50 10.76 99.38 89.23 97.91

Predicted and actual values combinations for all classes (N, S, V, and F) using SVM 
with C=0.1 under the inter-patient scheme are illustrated in the confusion matrix 
in Figure 7.

Despite high unbalancing between classes and uncorrelated between training 
and testing examples due to the inter-patient scheme, this approach has potential 
for clinical use given the recall (sensitivity) metric in identifying four ECG heartbeat 
classes for arrhythmia detection, where this metric is considered the most reliable 
in medical diagnosis.

Fig. 7. Confusion matrix for multiclassification under the inter-patient scheme
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The presented results in Table 4 show that only class F has a low recall value 
(high number of misclassification examples). The reason beyond these results is the 
small number of examples in this class.

In this scheme, only one value of C was considered, equal to 0.1, where a value 
of more than 0.1 causes noticeable degradation in the model’s performance in terms 
of all metrics. These results are due to independence and uncorrelated between the 
samples in the testing and training sets. So, the SVM was required to be trained with 
a small value of C, which led to less penalty of misclassification example and a large 
distance of decision boundary, i.e., a large margin to overcome the overfitting caused 
by the inter-patient scheme and unbalancing problem. Where the small margin due 
to the large value of C produces a hard separated boundary between classes, which 
causes overfitting in the case of inter-patient (unseen data during the training pro-
cess), then this problem needs to maximize the margin to increase the generalization.

As a result of a metric, the choice of the C parameter depends on the dataset’s 
characteristics, and it should be tuned after deep database analyses.

The impact of parameter C on the performance of the proposed model under the 
inter-patient scheme in terms of sensitivity was visualized in Figures 8 and 9.
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Fig. 8. Sensitivity metric at different values of under different values of regularization  
parameter C for binary classification under the inter-patient scheme
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6.3	 Comparative	study

The comparative study between our proposed classification model and previous 
related works of ECG beats classification to predict arrhythmia disease under intra 
and inter-patient schemes has been produced and explained in terms of the classi-
fier and its architecture, resultant classification accuracy, and number of extracted 
features as in Tables 5 and 6.

Based on the intra-patient scheme, the proposed classification technique exhibits 
exceptional accuracy and efficiency performance compared to other works’ clas-
sifiers. Furthermore, it achieves higher accuracy with fewer coefficients and less 
computational complexity.
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Compared to the classification technique discussed in [30], the proposed tech-
nique in this paper may have lower accuracy but is more robust against unbalanc-
ing problems. The other technique in [30] only balanced 14,878 ECG beats across 
all classes, which limits its reliability in handling unbalancing problems. Our tech-
nique, on the other hand, excels in its generality and overcomes the unbalancing 
problem more effectively. Therefore, our proposed technique is superior in terms of 
overall performance.

The proposed work utilizes WT to extract only 25 coefficients after the fourth 
decomposition level. However, in [31], the extracted features (input dimensions) 
were 62 and 356, respectively. As explained in Section 5, this makes the proposed 
technique less complex than the technique in [31]. Furthermore, the proposed work 
achieves a higher average recall value than in [31].

In [32], a total of 44 features were extracted, which were a combination of heart-
beat interval, temporal, wavelet transform, empirical mode decomposition (EMD), 
and variational mode decomposition (VMD) features. It should be noted that the 
classifiers in that reference performed better compared to the proposed ones used in 
this article. However, the work in [32] utilized only 10274 training and 2203 testing 
samples, and the datasets were balanced. Additionally, like [30], this article should 
have addressed the issue of unbalanced datasets, which our proposed technique 
overcomes, making it more versatile and generic.

Table 5. The comparison between the proposed classification model under the intra-patient scheme and previous works on the MIT-BIH 
arrhythmia database regarding the classifier, dataset, input size, and evaluation metrics

REF. Classifier Number of Extracted Features
Evaluation Metrics

Accuracy(%) R(%) P(%)

[32] DNN Two heartbeat interval features, 4 temporals, 20 WT, 6 EMD and 
12 VMD features

99 98 99

RF 99 98 99

[31] RF 8 levels of DWT and PCA (356 features) 98 60.00 98.2

[30] SVM 12 Approximate coefficients at the sixth level 99 96 99

The proposed work SVM+KNN 25(16 detail coefficients at the fourth level+9 PSD coefficients) 98 85 91

Table 6 illustrates how the efficiency of the OWSK model under the inter-patient 
scheme can be attributed to the input signal length and the classifier’s complexity. 
Compared to other works that utilized the entire length of the ECG beat, the proposed 
model had a shorter input feature vector, directly impacting the computational com-
plexity during both the training and testing phases, as discussed in section (5). On the 
other hand, all mentioned previous work used all training samples without any data 
reduction, affecting the complexity. In the proposed model, the OSS model reduces 
the dataset samples to half the original sample.

Even though the study in [15] showed slightly better results for the N, S, and V 
classes, our proposed work outperformed it in class F. Additionally, our proposed 
work used fewer features, resulting in lower computational complexity than the 
study in [15]. Therefore, our proposed work has the advantage of being simpler. 
Based on general knowledge, the models based on deep learning networks are 
greedy for data. The reduction of data degrades the performance of these models, 
and the extensive data increases their complexity simultaneously.

In addition, the architecture and computation of deep learning models are gener-
ally more than machine learning models. Hence, the proposed model is superior to 
the previous work in complexity, efficiency, and performance evaluation.
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In terms of training time, the deep learning model needs very high time since it 
depends on the number of samples in the training dataset, the length of each sample 
(which is equal to the input layer size), the number of layers, the number of neurons 
in each layer, number and size of the kernel in case of CNN, and the number of epochs, 
and the more accurate results required a large number of layers, a more significant 
number of kernels, and more epoch. In contrast, the proposed training time and the 
space complexity depend only on the dataset size, which is reduced using OSS methods.

However, the KNN needs a high prediction time since it depends on the number 
of samples in the dataset; the proposed model solved this problem by training KNN 
on only minority classes, which contain only 5144 samples which certainly does not 
exceeds the prediction time of the deep learning network.

So, using a machine learning-based model with reduced data and the same per-
formance overcomes this problem and increases the model efficiency as in the pro-
posed model.

The further comparison in terms of precision (P), recall (R), and false positive rate 
(FPR) for each class is produced in Table 7.

Generally, the proposed model achieved the best results for all classes compared 
to the results obtained by previous works.

Table 6. The comparison between the proposed classification model under the inter-patient scheme and previous works on the MIT-BIH 
arrhythmia database regarding the classifier, dataset, input size, and evaluation metrics

Ref. Classifier Length of an Input 
Feature Vector

Evaluation Metrics

Accuracy(%) R(%) P(%)

[11] densely connected convolutional neural 
network (DenseNet) and gated recurrent unit 
network (GRU)

8 data points of ECG signal – – –

[12] 2-D convolution neural network Image of 150*150 pixels 93.7 – –

[13] Deep convolutional neural networks (CNN) Entire ECG with a length of 
130 datapoint

90 – –

[14] deep convolutional neural network Entire ECG with a length of 
170 datapoint

88 69 55

[15] adversarial domain adaptation based deep 
learning network

Entire ECG with a length of 
411 datapoint

92 73 68

Proposed work SVM+KNN 25(16 detail coefficients at the 
fourth level+9 PSD coefficients)

90 71 68

Table 7. The comparison between the proposed classification model and previous works in terms of 
evaluation metrics for each class in the dataset

Ref.
N S V F

P R FPR P R FPR P R FPR P R FPR

[11] – – – 61 63 – 88 91 – – – –

[12] 96 97 30 73 54 0.8 84 84 1.1 0.2 0.3 1.2

[13] 97 92 23 56 62 2 51 89 6 2 0.5 0.15

[14] 98 88 9 30 82 7 72 92 2.4 26 68 1.5

[15] 97 93 – 73 76 – 57 85 – 44 38 –

proposed _OWSK 97 91 19 38 73 4 61 84 3 70 44 0.14
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7	 CONCLUSION

This paper proposes a novel ECG beats classification model based on a cascad-
ing technique for arrhythmia detection to address the imbalance and inter-patient 
ECG beats arrhythmia classification problems. The OWSK model was designed 
from three stages: preprocessing the data and under-sampling; it is based on a one-
sided selection method, feature extraction and reduction using Wavelet transform 
(WT), and a two-cascaded stages-based classifier is constructed from SVM and KNN 
machine learning algorithms. The proposed model was implemented according 
to two schemes, inter-patient and intra-patient, and the comparative study for the 
results following these two schemes were produced to prove the generalization per-
formance of the proposed model. In conclusion, the value of parameter C in SVM  
significantly impacts the results where its value was different in each scheme because 
of the variable distribution of data in the two paradigms and the degree of correla-
tion between the training and testing data following each paradigm. Generally, the 
proposed model achieved promising results in accuracy and recall metrics for each 
class of arrhythmia. The proposed model was the best compared to other imple-
mented models and those offered by related work in improving the inter-patient 
problem and efficiency with less computation complexity since it depends on a sim-
ple machine learning classifier and fewer data samples and dimensions.

There are some limitations with insufficient data belonging to a minority type 
of arrhythmia; in the future, we plan to solve the imbalance problem using a more 
efficient technique and apply our proposed model to another dataset and another 
application.
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