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PAPER

Diagnosis of Osteoporosis Using Transfer Learning  
in the Same Domain

ABSTRACT
This paper presents a system for diagnosing osteoporosis using x-rays by leveraging transfer 
learning in the same domain. The proposed system consists of phase 1 and phase 2; each phase 
includes several stages, as the pre-processing stage appropriately prepares the source image 
via noise reduction by the average filter, contrast enhancement using histogram equalization, 
and obtaining the region of interest by employing K-mean and edge detection, followed by the 
smudging stage through a mean filter with a large window size, which subsequently contrib-
uted to facilitating the diagnosis. The stages mentioned in both phases are similar. In phase 1, 
the model is trained on a large unlabeled x-ray dataset collected from different orthopedic cen-
ters to identify the general features of the image. In phase 2, fine-tune the trained model with 
the target dataset; this approach is beneficial when the target task has limited labeled data or 
when training a model from scratch is computationally expensive. It is worth noting that two 
datasets were used as target datasets. The accuracy of diagnosing osteoporosis using the pro-
posed deep convolutional neural network (DCNN) model was 94.5 with the osteoporosis knee 
x-ray database (Dataset A). The accuracy of diagnosing osteoporosis using transfer learning in 
the same field was 98.91 when training the proposed DCNN model with a large unlabeled data-
set and fine-tuning with the target database, osteoporosis knee x-ray database (Dataset A). The 
accuracy of diagnosing osteoporosis using the proposed DCNN model was 91.5 with the knee 
x-ray osteoporosis database (Dataset B). The accuracy of diagnosing osteoporosis using transfer 
learning in the same field was 96.61 when training the proposed DCNN model with a large 
unlabeled dataset and fine-tuning with the target knee x-ray osteoporosis database (Dataset B).

KEYWORDS
osteoporosis detection, x-ray, deep convolutional neural network (DCNN), smudging, 
transfer learning

1	 INTRODUCTION

Osteoporosis is a medical condition in which bones become fragile and brittle, 
leading to an increased risk of fractures, especially of the hip, spine, and wrist [1–3]. 

Abulkareem Z. 
Mohammed1(), Loay 
E. George2

1Informatics Institute for 
Postgraduate Studies, 
Baghdad, Iraq

2College of Science, Baghdad 
University, Baghdad, Iraq

phd202010550@iips.
icci.edu.iq

Volume: 19
No: 14
Year: 2023
Running_head_left: Mohammed and George
Running_head_right: Diagnosis of Osteoporosis Using Transfer Learning in the Same Domain

https://doi.org/10.3991/ijoe.v19i14.42163

https://online-journals.org/index.php/i-joe
https://online-journals.org/index.php/i-joe
https://doi.org/10.3991/ijoe.v19i14.42163
https://online-journals.org/
https://online-journals.org/
mailto:phd202010550@iips.icci.edu.iq
mailto:phd202010550@iips.icci.edu.iq
https://doi.org/10.3991/ijoe.v19i14.42163


iJOE | Vol. 19 No. 14 (2023)	 International Journal of Online and Biomedical Engineering (iJOE)	 143

Diagnosis of Osteoporosis Using Transfer Learning in the Same Domain

This condition occurs due to the gradual loss of bone density and mass, making the 
bones weak and susceptible to fractures [4] [5]. Osteoporosis is a highly prevalent 
condition affecting millions worldwide, with postmenopausal women being par-
ticularly vulnerable [6] [7]. Factors that increase the risk of osteoporosis include 
advancing age, family history, inadequate calcium intake, and a sedentary life-
style. The condition can be prevented and treated with lifestyle changes and 
medications [8].

Osteoporosis detection typically involves a combination of medical history eval-
uation, physical examination, and imaging tests such as magnetic resonance imag-
ing (MRI), computerized tomography (CT), and dual x-ray absorptiometry (DEXA or 
DXA) [9] [10]. Through this, the bone mineral density is measured and compared 
with predefined values (threshold), and according to the result, the case is diagnosed 
as having osteoporosis or normal.

X-rays are also used to assess the cortical bone, which is “the hard outer layer 
of bone that surrounds the internal cavity to provide protection,” and it is known 
for its high resistance to bending and torsion. Cortical bone, also referred to as 
compact bone, constitutes approximately 80% of the skeletal mass and plays a 
vital role in maintaining body structure and supporting weight-bearing [11]. 
Trauma or a bone condition such as osteoporosis can harm the cortical bone 
in the spine, arms, and legs. The primary objective of osteoporosis detection 
is to identify individuals at risk of fractures and promptly initiate preventive 
treatment [12–14].

Many computer-based systems are used to diagnose medical images, whether for 
osteoporosis, arthritis, cancer, etc. Some of these systems are based on traditional 
methods; others use deep learning [15–18], and some studies use transfer learning 
to diagnose medical images [19–22].

The body area most targeted for diagnosing osteoporosis is the spine using 
DEXA scans and the knee bone using x-rays. This work relied on x-rays due to their 
availability and low cost. This paper addressed several issues, including the low 
accuracy of osteoporosis detection, which is primarily caused by the difficulty in 
distinguishing between the osteoporotic and normal images. This problem was 
overcome by using the smudging method. Another problem is the need for more 
available datasets in this field, which was overcome using transfer learning in the 
same domain.

2	 RELATED WORK

There are several previous works dealing with osteoporosis detection, including 
S. C. Radominski et al. [23], which extracted the trabecular bone texture character-
istics from MRI images to examine the quantitative value of high-resolution MRI in 
femoral microstructures and discovered that the majority of the texture parameters 
were statistically different.

N. Tomita et al. [24] suggested using DCNN to find osteoporotic vertebral 
fractures (VF). After using computed tomography scans of vertebrae to extract logi-
cal features, the system’s performance was compared to that of working radiologists, 
and similar outcomes were obtained.

I. Bortone et al. [25] provided a supervised method based on an experimental 
non-invasive analysis of static and dynamic BMD measurements to categorize the 
BMD state of postmenopausal women. The study shows the value of using machine 
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learning techniques such as ANNs and SVMs to investigate the association between 
women’s BMD and static and dynamic baropodometry.

J. S. Lee et al. [26] used dental panoramic radiographs and a convolutional neural 
network (CNN) to identify osteoporosis in the tooth. This DCNN outperformed the 
outcomes of oral and maxillofacial radiologists. The outcomes of the model reflect a 
very good 92.5 without data augmentation.

J. Liu et al. [27] discussed using x-rays of the pelvis to diagnose osteoporosis. They 
derived the energy function from the Soft Max of the suggested U-Net model, which 
utilizes x-rays to detect osteoporosis by analyzing the deep features of the medullary 
joint. The photos of the bone mass decrease group and the osteoporosis group in this 
investigation need to be more adequately diagnosed.

Tecle et al. [28] utilized the Alex Net Classifier to evaluate osteoporosis diagnoses. 
They utilized x-ray images of the hand and classified the segmented images of the 
second metacarpal region into osteoporotic and non-osteoporotic groups.

S. Lee et al. [29] evaluated the use of deep learning-extracted spine x-ray features 
to detect individuals with abnormal bone mineral density (BMD) and identify popu-
lations at high risk for osteoporosis. They found that the highest performance accu-
racy of 0.71 was achieved when combining feature extraction using VGG Net with 
classification using random forest.

K. Yasaka et al. [30] utilized CT images of the abdomen to estimate the BMD of 
the lumbar vertebrae using a CNN model. They found a significant correlation 
between the DXA bone mineral density and the predicted BMD from convolutional 
 neural networks.

Usman et al. [31] conducted a study that utilizes knee x-ray images to assess 
and compare the performance of three robust transfer learning model algorithms, 
namely GoogleNet, VGG-16, and ResNet-50, in the classification of osteoporosis. The 
findings obtained through statistical analysis and Python analysis using sci-kit-learn 
indicate that the accuracy of the GoogleNet model was 90%, followed by the VGG-16 
model with an accuracy of 87%, and the ResNet-50 model with an accuracy of 83%.

Insha et al. [32] conducted a study to assess and compare the diagnostic ability of 
different CNN architectures (ResNet-18, VggNet-16, AlexNet, and VggNet-19) in diag-
nosing osteoporosis using knee x-ray images. The findings revealed that AlexNet 
obtained the highest accuracy rate of 91%, while VggNet-19 exhibited the lowest 
performance, achieving an accuracy of 84.2%. In general, all CNNs showcased favor-
able diagnostic capabilities, indicating that employing transfer learning with CNNs 
to diagnose osteoporosis from knee x-ray images could be an easily accessible and 
cost-effective diagnostic method.

3	 THE PROPOSED SYSTEM

The proposed system for detecting osteoporosis based on x-ray images is shown 
in Figure 1. It is divided into phases 1 and 2. Each phase includes several stages: 
image loading from the dataset, the preprocessing stage which appropriately pre-
pares the image by removing noise, contrast enhancement, and extracting the region 
of interest, and the smudging stage.

The stages mentioned are similar in phase 1 and phase 2. However, the final stage 
in phase 1 involves training the model on a large unlabeled x-ray dataset, whereas 
the final stage in phase 2 involves fine-tuning the trained model with the target 
dataset. All of the above will be detailed in sections 3.1, 3.2, 3.3, and 3.4.
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Fig. 1. The proposed system

3.1	 Preprocessing

Image preprocessing refers to the techniques applied to the original image in 
Figure 2 to enhance its quality. This includes extracting meaningful information and 
making it easier to analyze and process. The benefits of image preprocessing include:

A)	 Noise reduction: Image preprocessing can remove random and coherent noise 
that can affect image quality and lead to inaccurate analysis. After converting 
the image to grayscale, a mean filter was applied to reduce noise reduction and 
enhance the features and details, thereby facilitating the extraction of information.

B)	 Contrast enhancement: Since the images in the database were taken under dif-
ferent conditions, it is necessary to improve the contrast in order to standardize 
the distribution of intensities. Histogram equalization is a commonly used tech-
nique for enhancing contrast. It redistributes the pixel intensities of an image to 
enhance its overall contrast. The fundamental concept behind histogram equal-
ization is to distribute the pixel intensities across the complete dynamic range of 
the image. Figure 3 shows the enhanced image.

	  It is worth mentioning that contrast can be improved by deep learning, where 
CNN can learn to enhance the contrast in x-ray images by extracting relevant 
features from the input images and adjusting the pixel values accordingly.

C)	 Region of interest: Contrast enhancement is first applied to help distinguish 
the bones from the surrounding tissue. Applying “Thresholding” to create a 
binary mask that separates the bone from the background. Use morphological 
operations, such as erosion, to remove noise and fill in small holes in the mask. 
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To identify the connected components in the mask and measure their properties. 
The component with the largest area is likely to correspond to the bone. Extract 
the bone region of interest (ROI) from the original image using the mask and 
“region-props” function. This function returns measurements for a set of proper-
ties for each 8-connected component (object) in the binary image. By using this 
function, we can find the bounding box of the bone, as shown in Figure 4. Finally, 
the crop ROI is based on the bounding box coordinates, as shown in Figure 5.

3.2	 Smudging

Smudging is a technique used in remote sensing to enhance visual representa-
tion of a map based on the content of the image. For example, agricultural areas are 
assigned a green color, even if they are separate, while water is given a blue or cyan 
color, and so on.

Since the x-ray images were collected from different individuals and under vary-
ing circumstances, the fragility area and its size differ among the images in the data-
base. To ensure that the fragility area in the images was nearly identical and easy to 
differentiate, we utilized the smudging process. This involved combining the small, 
scattered, and converging areas to form clusters using a filter with a large window 
size as shown in Figure 6.

Fig. 2. Source x-ray image

Fig. 3. The enhanced image

Fig. 4. Object edge, which used as a coordinate for ROI cropping
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Fig. 5. The region of interest

Fig. 6. Smudge image using a mean filter with large win-size

3.3	 Proposed deep convolutional neural network

A DCNN is a type of artificial neural network specifically designed for image rec-
ognition and analysis. It is a type of deep learning model composed of multiple layers 
of interconnected artificial neurons that are trained to recognize patterns in image 
data. The key building block of a DCNN is the convolutional layer, which performs a 
mathematical operation called convolution to extract features from the input image. 
These features are then processed through multiple layers of artificial neurons, with 
each layer learning increasingly complex representations of the image data. The final 
layer of the network is typically a fully connected layer that generates the final predic-
tion or classification. DCNNs have proven to be highly effective for image classifica-
tion and object recognition tasks, surpassing traditional computer vision techniques 
in terms of accuracy and efficiency. They are widely used in various applications, 
including image classification, object detection, image segmentation, and facial rec-
ognition. Figure 7 shows the main diagram of the proposed model, which consists of 
55 layers and is learnable at 40.7k. This model was designed to capture both general 
features and small details by controlling the size of the filter in the convolutional 
layer. If the size of the filter is small, it will capture the fine details, whereas a large 
filter will provide a more general overview. In other words, the small filter focuses 
on subtle features, while the large filter focuses on connecting small adjacent areas.
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Fig. 7. The proposed model diagram
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Table 1 presents the proposed DCNN model. The parameters of each layer in the pro-
posed model are presented in Table 1. It is worth noting that CONV stands for convolu-
tional layer, BN stands for batch normalization, and RelU stands for rectified linear unit.

Table 1. Proposed layers with their parameters

Layer Parameters Layer Parameters

Input layer [224 ×224 ×3] CONV 3×3,32, stride 1

CONV 3×3,8, stride 1 BN Default

BN Default RleU ‘name’, r23

RleU Default Block 2 Branch 4

CONV 3×3,8, stride 1 CONV 5×5,32, stride 1

BN Default BN Default

RleU ‘name’, r1 RleU ‘name’, r24

Block 1 Branch 1 Block 2 Branch 5

CONV 1×1,8, stride 1 CONV 7×7,32, stride 1

BN Default BN Default

RleU ‘name’, r11 RleU ‘name’, r25

Block 1 Branch 2 concatenation 5 input, the layers: 
r21,r22,r23,r24,r25

CONV 3×3,8, stride 1 Block 3 Branch 1

BN Default CONV 1×1,64, stride 1

RleU ‘name’, r12 BN Default

Block 1 Branch 3 RleU ‘name’, r31

CONV 5×5,8, stride 1 Block 3 Branch 2

BN Default CONV 3×3,64, stride 1

RleU ‘name’, r13 BN Default

Block 1 Branch 4 RleU ‘name’, r32

CONV 7×7,8, stride 1 Block 3 Branch 3

BN Default CONV 5×5,64, stride 1

RleU ‘name’, r14 BN Default

Concatenation 4 input, the layers: 
r11,r12,r13,r14, ‘name’,‘cont1’

RleU ‘name’, r33

Block 2 Branch 1 Block 3 Branch 4

CONV 1×1,32, stride 1 CONV 7×7,64, stride 1

BN Default BN Default

RleU ‘name’, r21 RleU ‘name’, r34

Layer Parameters concatenation 4 input, the layers: 
r31,r32,r33,r34

Block 2 Branch 2 Dropout 0.5

CONV 3×3,32, stride 1 Global average pooling Default

BN Default Fully connected 2

RleU ‘name’, r22 SoftMax

Block 2 Branch 3 Classoutput
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3.4	 Transfer learning

In traditional machine learning, models are trained from scratch using a specific 
dataset for a particular task. Transfer learning, however, allows us to leverage of 
pre-existing knowledge captured by models trained on large-scale datasets. A model 
is trained on a large dataset for a related task within the same domain; the author 
collects this dataset. This pre-training step helps the model learn generic features 
that can be useful for various tasks.

Fine-tuning is the process of adapting or adjusting a pre-trained model using a 
smaller dataset that is specific to a particular task. This dataset may have different 
labels or slightly different characteristics compared to the original pre-training data-
set. Fine-tuning was applied separately to two datasets of knee osteoporosis. During 
the process of fine-tuning, the parameters of the pre-trained model are adjusted to 
suit the specific task, while the acquired representations are retained.

By leveraging transfer learning, the following can be achieved:
Cost reduction: Training a deep learning model from scratch requires a signifi-

cant amount of labeled data, computational resources, and time. Transfer learning, 
however, offers the advantage of utilizing existing models, eliminating the need for 
extensive training from scratch. As a result, this significantly reduces the overall cost 
associated with data collection and computational requirements.

Accelerated diagnosis: Traditional methods of diagnosing osteoporosis often 
involve manual interpretation of medical images by radiologists, which can be a 
time-consuming process. By utilizing transfer learning, the pre-trained model can 
quickly analyze and categorize medical images, offering an automated and efficient 
diagnosis. This enables faster turnaround times for diagnosis, leading to earlier 
interventions and improved patient outcomes.

To improve the application of transfer learning in the diagnosis of osteoporosis 
and assist healthcare providers in making accurate diagnoses, it is crucial to con-
sider both technical and domain-specific factors. Here are some key strategies to 
improve transfer learning in this context:

Acquisition of labeled data: To obtain an accurately labeled dataset compris-
ing bone images, which includes both healthy and osteoporotic samples, it is import-
ant to include a diverse range of demographics, age groups, and bone regions. This 
will ensure the robustness of the dataset.

Feature extraction: Utilize pre-trained models, such as CNNs, to extract rele-
vant features from the bone images. These features should effectively capture signif-
icant patterns and characteristics that are indicative of osteoporosis.

Fine-tuning: Refine the pre-trained models by fine-tuning them using the 
labeled osteoporosis dataset. This process involves training the model on the new 
dataset while allowing certain pre-trained weights to be updated. Fine-tuning 
allows the model to adjust to the unique features and characteristics of osteopo-
rotic bones.

Data augmentation: Employ data augmentation techniques to artificially 
increase the size and diversity of the osteoporosis dataset. Techniques such as rota-
tion, scaling, flipping, and noise injection can enhance the model’s ability to general-
ize and handle variations encountered in real-world scenarios.

Continuous learning and adaptation: Regularly update the transfer learning 
model when new labeled data becomes available. This iterative learning process 
ensures that the model remains up-to-date and maintains its accuracy as our under-
standing of osteoporosis and diagnostic techniques progresses.
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By combining these approaches, transfer learning can significantly enhance the 
accuracy and efficiency of diagnosing osteoporosis. This, in turn, provides valuable 
support to healthcare providers in delivering optimal care to patients.

When utilizing transfer learning for the diagnosis of osteoporosis through 
x-rays, there are various ethical concerns and challenges that must to be taken into 
account. These include privacy and data security, bias and fairness, and regulatory 
compliance.

Transfer learning is a powerful technique in the field of machine learning that 
enables models trained on one task to be applied to another related task. When 
it comes to diagnosing osteoporosis using x-rays, transfer learning can offer sev-
eral benefits, including limited data, feature extraction, and reduced training time. 
Limitations of transfer learning in diagnosing osteoporosis using x-rays include 
domain adaptation and noise in pre-trained models.

4	 DATASET

Dataset A: The osteoporosis knee x-ray dataset consists of two classes: normal 
and osteoporosis. It was uploaded to the Kaggle dataset by STEVE PYTHON [31].

Dataset B: The knee x-ray osteoporosis database incorporates three classes 
(normal, osteopenia, and osteoporosis) obtained from the quantitative ultrasound 
system and knee x-ray for each participant. The database was uploaded on Mendeley 
by Insha Majeed Wani in 2021 [32].

A large unlabeled dataset: X-ray images were collected by the author from 
several centers (Medical City Health department/Radiology Institute, Orthopedics 
Specialized Center, and Raphael Hospital).

5	 RESULTS

This section reviews the results obtained from the proposed system for detecting 
osteoporosis based on knee x-ray images in terms of accuracy, time, and error rate. 
Figure 8 shows the transfer learning results on the target dataset, which consists of 
two classes (normal and osteoporosis); each class contains 186 images. The data-
set was divided into 75% for fine-tuning and 25% for testing, with a learning rate 
of 0.0001. Figure 9 presents the confusion matrix for the system prediction on the 
first dataset.

Figure 10 displays the results of transfer learning on another database for the 
same disease. This database consisted of three classes: normal, osteopenia, and 
osteoporosis. Figure 11 presents the confusion matrix for the system’s prediction on 
the second dataset.

Tables 2 and 3 present the results obtained by the author using pre-trained 
classifiers, as well as results from previous studies on the same datasets.
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Fig. 10. The confusion matrix for system prediction on osteoporosis knee x-ray dataset (Dataset A)

Fig. 11. The confusion matrix for system prediction on knee x-ray osteoporosis dataset (Dataset B)
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The accuracy is calculated according to the following:

	 accuracy
TP TN

TP FP FN TN
�

�
� � �

	 (1)

Where:
True positive (TP): The model correctly predicted an instance as “Class A” when 

it was actually “Class A.”
False positive (FP): The model incorrectly predicted an instance as “Class A” when 

it was actually “Class B.”
False negative (FN): The model incorrectly predicted an instance as “Class B” 

when it was actually “Class A.”
True negative (TN): The model correctly predicted an instance as “Class B” when 

it was actually “Class B.”
Tables 2 and 3 present the results obtained by the author using pre-trained clas-

sifiers, as well as results from previous studies on the same datasets.

Table 2. Comparison of results obtained from different models based on the osteoporosis knee  
x-ray dataset (Dataset A) [31]

Model Dataset Accuracy

Pre-trained AlexNet Osteoporosis Knee X-ray Dataset 92.3%

Pre-trained VggNet-16 Osteoporosis Knee X-ray Dataset 89.1%

Pre-trained ResNet50 Osteoporosis Knee X-ray Dataset 90.2%

Pre-trained Xception Osteoporosis Knee X-ray Dataset 90.2%

GoogLeNet [33]
VGG-16 [33]
ResNet50 [33]

Osteoporosis Knee X-ray Dataset 90%
87%
83%

Proposed model Osteoporosis Knee X-ray Dataset 94.5%

Proposed model transfer Osteoporosis Knee X-ray Dataset 98.91%

Table 3. The comparison of results obtained from different models based on the knee x-ray 
 osteoporosis database (Dataset B) [32]

Model Dataset Accuracy

Pre-trained AlexNet Knee X-ray Osteoporosis Database 89.8%

Pre-trained VggNet-16 Knee X-ray Osteoporosis Database 88.1%

Pre-trained ResNet50 Knee X-ray Osteoporosis Database 89.8%

Pre-trained Xception Knee X-ray Osteoporosis Database 86.4%

AlexNet [34]
VggNet-16 [34]
ResNet [34]
VggNet-19 [34]

Knee X-ray Osteoporosis Database 91%
86.30%
86.30%
84.20%

Proposed model Knee X-ray Osteoporosis Database 91.5%

Proposed model transfer Knee X-ray Osteoporosis Database 96.61%
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6	 CONCLUSION

In conclusion, this study has successfully addressed the challenge of detecting 
osteoporosis in x-ray images by employing a combination of methods, particularly 
through the utilization of transfer learning. The research acknowledged the impor-
tance of achieving consistency in the affected area across various images, taking into 
account the differences in size and location. By implementing a smudging process, 
the study achieved clarity in the osteoporosis-affected area, thereby facilitating the 
diagnosis process, particularly in the realm of image processing operations.

To develop an effective diagnostic system, multiple pre-trained CNN models 
were explored and evaluated. Eventually, the study introduced its own model, 
which showcased superior performance in detecting osteoporosis. Furthermore, the 
researcher encountered a scarcity of x-ray data specifically related to osteoporosis 
in the knee. However, this challenge was successfully overcome through the imple-
mentation of transfer learning within the same domain. By training the model on a 
database collected by the researcher and transferring the learned knowledge to the 
target database, the study achieved an impressive accuracy rate of 98.91% based 
on the osteoporosis knee x-ray dataset from Kaggle, surpassing the accuracy of 94% 
observed without the use of transfer learning in the same domain. Additionally, the 
study achieved an accuracy of 96.61% using the knee x-ray osteoporosis database 
from Mendeley data. Without utilizing model transfer in the same domain, the accu-
racy was 91.5%.

These findings highlight the effectiveness and potential of transfer learning over-
coming data limitations and improving the accuracy of osteoporosis detection in 
x-ray images. The proposed system holds promise for assisting medical profession-
als in accurately diagnosing and monitoring osteoporosis, ultimately contributing to 
improved patient care and outcomes.

However, it is worth noting that further research and validation are necessary to 
ensure the generalizability and reliability of the proposed system. Additionally, the 
study opens avenues for future exploration, such as expanding the dataset and inves-
tigating the applicability of the developed model to other bone-related conditions. 
By continuously refining and advancing the field of osteoporosis detection through 
transfer learning, we can make further progress in the early diagnosis and effective 
management of this widespread and debilitating condition.
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