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Abstract—HJ-1A satellite is often used to monitor environ-
mental disaster and plays an important role in environmen-
tal changes. Because of the affection of various factors, 
certain band of HJ-1A hyperspectral remote sensing data is 
severe loss or distortion, which brings great difficulties for 
subsequent quantitative processing. A novel adaptive win-
dow matching algorithm, which can adjust intelligently size 
of matching window according to different local feature 
information of the image, is proposed for HJ-1A satellite 
hyperspectral data recovery in this paper. The results show 
that the adaptive matching algorithm has a more superior 
performance than other algorithms in image quality index, 
column mean curve, and image correlation coefficient. 

Index Terms—hyperspectral, data recovery, adaptive 
matching, wavelet analysis 

I. INTRODUCTION 
Hyperspectral remote sensing increased spectral dimen-

sion on basis of traditional two-dimensional remote sens-
ing. Stripe noise is one of interference factors of hyper-
spectral remote sensing data, mainly caused by incon-
sistent responses of CCD detection units in hyperspectral 
imager [1]. It seriously affects on the data interpretation 
and information extraction. Horn et al. [2] firstly proposed 
histogram matching algorithm in 1979, which was applied 
to data recovery on Landsat MSS images. But the algo-
rithm hypothesized that ground objects, which were de-
tected by each sensor, must be equilibrium radiation dis-
tribution, and the algorithm could not adapt to complex 
scenes. Kautsky et al. [3] introduced a matching algorithm 
based on histogram smoothing, in which the histograms 
were modified by smooth processing. The matching preci-
sion was increased, but the algorithm failed to resolve 
complicated ground objects. Based on these theories, 
Wegener[4] put forward an improved histogram matching 
algorithm, and applied it to data recovery on multisensor 
remote sensing images. Gadallah et al .[5] proposed data 
recovery algorithm for multispectral images based on 
moment matching in 2000, then applied it into Landsat 
Thematic Mapper(TM) images. However, moment match-
ing was under assumption that the output response of 
detector was linear, and the results were not perfect. Iso-
static compensation method was proposed by Weinreb et 
al. [6] in 1989, which was used into data recovery for 
geostationary operational environmental satellite(GOES) 
images. This method [7] did not need histogram matching 
and moment matching, and used directly equalization 
curves of selected training site images to match other 
areas. But due to the artificial selection, the results had 
man-made errors. Crippen [8] introduced a new method 

based on spatial filtering to eliminate stripe noises on 
Landsat TM images by structuring special spatial filter, 
and achieved data recovery in spatial domain. Torres et al. 
[9] adopted wavelet transform to data recovery on multi-
spectral images. Baker et al. [10] also proposed an im-
proved wavelet analysis algorithm to deal with noise on 
multispectral images. but the algorithm had certain de-
fects, such as data recovery was not complete, introduced 
new data loss, and so on. According to multispectral im-
ages, Lu Wei et al. [11] proposed cubic smooth spline to 
eliminate noise, which can settle the problem that other 
methods cannot filter noise adaptive and tested the algo-
rithm with AVIRIS data, then results showed it had a good 
performance on data recovery for multispectral images. 
Stephan et al. [12] used principal component analysis 
(PCA) to de-noising, and completed data recovery finally. 
But it had a common effect, in addition, its calculation 
burden was too heavy. Hybrid Spmial-spectral wavelet 
shrinkage [13] was proposed to remove the noise in the 
derivative domain of hyperspectral data. Salah Bouren-
nane et. Al [14] considered the spectral correlation prob-
lem and used the PARAFAC Model and Statistical Per-
formance Analysis to eliminate noise. A Maximum a 
posteriori framework was established for hyperspectral 
images denoising by Shaolin Chen et. al [15].  

In this paper, a recovery algorithm via adaptive window 
matching method is proposed to eliminate the stripe noise 
in HJ-1A hyperspectral remote sensing data. In order to 
better describe our algorithm, the rest of the paper is orga-
nized as follows. Section 2 gives the characteristics and 
causes of data loss or distortion in HJ-1A. The proposed 
algorithm flow, adaptability of the algorithm, and selec-
tion rule of threshold are described in Section 3. Section 4 
evaluates our method by comparing with existing recovery 
methods. 

II. CHARACTERISTICS AND CAUSES OF DATA LOSS OR 
DISTORTION 

A. Characteristics of data loss or distortion 
For hyperspectral images of HJ-1A/1B satellites, the 

main manifestation of data loss or distortion are fuzzy 
edge information of ground objects and stripe noises that 
are distributed along column direction. Stripe noises are 
distributed in the whole image and showed a periodic 
distribution approximately. Fig.1 shows polluted image by 
stripe noises. Pixel values in contaminated areas are high-
er than adjacent areas, which can make it difficult to dis-
tinguish shape of the object. Furthermore, it will cause 
greater errors, even not to be normal proceeding, so it’s 
significant to remove stripe noises. While fuzzy edge will  
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Figure 1.  Data loss or distortion of hyperspectral images 

decrease the accuracy of the image, which will make fea-
tures not obvious and bring in great difficulties for subse-
quent quantitative processing as well. 

B. Causes of stripe noise 
Stripe noise is mainly produced by inconsistent re-

sponses of CCD detection units in hyperspectral imager. 
In addition, stripe noise is also caused by other reasons, 
such as some minor errors are caused by calibration, 
change of sensor response, mechanical movement and 
change of temperature of sensors. As for hyperspectral 
data of HJ-1A satellites, some bands are polluted so seri-
ously that they must be recovered. By concrete analysis, 
reasons of response difference are as follows: 1!Inherent 
inhomogeneity of every CCD; 2) Influenced by CCD dark 
current; 3) Inconsistency by working state; 4) Influenced 
by external factors, and 5) Correction of CCD response 
function is incomplete and inaccuracy. 

And the causes of making edge and texture of the 
ground object fuzzy include: 1) Influenced by working 
environment; 2) Minor errors caused by system calibra-
tion; 3) Temperature drift and 4) Errors in image coding, 
transmission. 

III. HYPERSPECTRAL DATA RECOVERY ALGORITHM 

A. Algorithm flow 
In order to cope with the problem of poor local data re-

covery, this paper proposes a new matching algorithm of 
adaptive window, The core idea of the algorithm is that it 
can adjust intelligently size of matching window accord-
ing to different local information to match two images. 
The flow diagram of adaptive matching algorithm is 
shown in Fig.2. 

The first step is that calculating difference image of 
normal image and distortion image. The difference image 
can be obtained from ck szI I I! = " . 

Where ckI and szI are reference image and distortion 
image. The method can not only reduce computational 
work and simplify algorithm, but also ensure precision of 
the algorithm. Difference image is utilized to describe the 
local characteristic difference between reference image 
and distortion image. The 6!6 sliding window is selected 
and the variance of difference image is calculated in the 
window. Then variance is used to determine which kind of 
window (big window or small window) to match the im-
ages. Selection criteria will be presented in the next step. 

 

 
Figure 2.  Flow diagram of adaptive iterative algorithm 

The next step is that calculating pixel variance 2!  in 
6!6 sliding window, and compares with global threshold 
1th , if 2 1th! " , it means that there is tiny distinction 

between reference image and distortion image in the win-
dow, and it need not matching. But if 2 1th! > , it indicates 
two images have large difference, so it needs to be 
matched. 

  Then 2!  is compared with local threshold 2th , if
2 2th! " , which shows that deviation is smaller, match-

ing by 6!6 window will meet the requirement. But if
2 2th! > , which indicates deviation is larger, 6!6 window 

is unable to meet the requirement, we must divide big 
window further, a big 6!6 window will be divided into 4 
small 3!3 windows, then matching two images in 4 small 
3!3 windows. 

After adaptive matching algorithm, the matched image 
has some defects, which mainly shown that certain homo-
geneous ground object have data missing. Therefore, low-
frequency wavelet coefficient is reconstruct to settle data 
missing in our algorithm. 
  The biggest advantage of the algorithm has adaptability, 
it can adjust the size of matching window according to 
different local information. 

B.  Adaptability of the algorithm 
In the process of putting forward the algorithm, the first 

problem is to select parameter to measure local infor-
mation. In general, optional parameters include mean and 
variance. In our algorithm, the variance parameter is cho-
sen. The reason is that mean belongs to first moment, 
which only reflects the local average gray. So information 
is limited. If adopting it to measure local feature, we can’t 
obtain better restoration results. But variance belongs to 
second-order moment, which is stronger than first moment 
in describing local information. So we decide to utilize 
variance parameter in the algorithm. 

Begin

Calculating difference image

Calculating variance of 2

 6!6 window 

2 
>th1

2 
>th1

Not matching

Matching by 6!6 
window

Matching by 3!3 window

Acquire the matched image

Reconstruct low-frequency 
wavelet coefficient

End
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Calculating the difference of local variance between 
two images, Variances of two images can be calculated 
respectively in the same window, then subtracting; anoth-
er method is that calculating difference image of two im-
ages, and then requiring local variance of the difference 
image. The latter is utilized in adaptive matching algo-
rithm. In which the difference image is I! , it can be 
expressed as follows: ck szI I I! = " , ckI and szI are 
reference image and distortion image. The method can not 
only reduce computational work and simplify algorithm, 
but also ensure precision of the algorithm. 9th-band image 
(distortion image) and 108th-band image (reference image) 
of hyperspectral data at a certain area and their difference 
image are given in Fig.3. 

 
(a)Difference image 

 
(b) 9th band image 

 
(c) 108th band image 

Figure 3.  Difference image of distortion image and reference image 

The next step is selecting different size of windows by 
variance to match the images. Traditional methods only 
use one window to match images, these methods are fea-
sible in the case of low require. However, traditional 
methods can’t reach satisfactory effect for data recovery. 
If applying small 3!3 window simply, new data loss is 
introduced. Besides, some regions in the image will be-
come fuzzy, even it’s not obvious. But if adopting big 6!6 
window alone, the overall effect is extremely terrible. 
First, stripe noises are not removed wholly. Second, fuzzy 

edge of ground object has not been restored completely, 
and it can be said that the result is worse. However, the 
big window has an advantage that it has a perfect perfor-
mance on data recovery of large-scale homogeneous 
ground objects, gets a nice effect, and there is not new 
data loss in the bottom left of the image. 

For combining advantages of big window with ad-
vantage and small window, the algorithm with certain 
adaptive ability is needed, which can adjust the size of 
matching window according to different local information 
of the image. In this paper, global threshold and local 
threshold are set to realize the adaptive ability of the pro-
posed algorithm. 

C. Selection rule of threshold 
The threshold selection process, which has been de-

scribed in Section 2.A, can be expressed clearly by the 
following coordinate axis in Fig.4. 

 
Figure 4.  Threshold region representation 

If 2 (0, 1]th! " , not matching the images. If
2 ( 1, 2]th th! " ,matching the images by big 6!6 window. 

And if 2 ( 2, ]th! " +# ,matching by small 3!3 window. 
  It is necessary to understand approximately function of 
threshold before determining threshold selection formula. 
In matching algorithm of adaptive window, the role of 
threshold is selecting a matching area needed. Black bor-
der around the image must be out of matching range, as 
the same time, some local homogeneous area needn’t 
match. So, the value of 1th cannot be too large, otherwise, 
it’s easy to miss some area that need to be matched; the 
value of 1th is too small, which will increase the computa-
tional complexity but couldn’t make the result better. 
Combining above rules with the actual situation, the glob-
al threshold 1th  can be represented as 

2 2 2 2 2
1 2 3

1

2 21 ( ... )
n

i n
i

th
n n

! ! ! ! !
=

= • = • + + + +"    (1) 

In which 2
i!  is the variance of the ith pixel value in 

6!6 window, n represents number of 6!6 windows. The 
local threshold 1th  is the same as 1th , it is defined as 
following form: 

2 2 2 2 2
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where 2
i!  is the variance of the ith pixel value in 3!3 

windows, n represents number of 3!3 windows. 
The reason why select the values of global threshold 

and local threshold is that we consider the effect of the 
two thresholds. If selecting the mean of variances as 
threshold, it will lose pertinence of the threshold. But the 
standard deviation is selected as the threshold, which also 
weak pertinence of the threshold. So, the aforesaid thresh-
old formulas are required by standard deviation is multi-
plied by 2 . The experimental results show that the 
thresholds have strong pertinence. 

Choosing matching method is based on moment match-
ing (the principle in the appendix) method, the first mo-
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ment (mean) and the second-order moment (variance) are 
used to match images. Different thresholds will acquire 
various sizes of window, the matching formula can be 
defined as follows: 

( ) referencei
adjusted initial sensor referencei

sensor
DN DN

!
µ µ

!
= " +    (3

) 
where initialDN  and adjustedDN  are separately stand-

ing for the initial pixel value and the matched pixel value. 

initialµ represents the mean of pixel values in adaptive 

window; referenceµ is the mean of pixel values in reference 

image; initial! denotes the standard deviation of pixel 

values in adaptive window; and reference!  corresponds to 
the standard deviation of pixel values in reference image. 

IV. 4. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Evaluation index 
Nowadays, there are two main ways to evaluate data re-

covery effect: subjective evaluation and objective evalua-
tion. Subjective evaluation uses visual contrast to evaluate 
restoration effects. The advantage is visual and simple, but 
it can only qualitative evaluation and not quantitative 
evaluation. While objective evaluation achieves quantita-
tive evaluation of the data recovery effect by calculating 
some parameter indexes. 

There is a dedicated index of evaluation de-noising ef-
fect in the field of hyperspectral remote sensing image 
processing. That is image quality factor IQ , it can be ob-
tained from 
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in which [ ]IRm i , [ ]IEm i  and [ ]Im i  are the mean of 
every line in original stripe noise image, de- noising image 
and real surface image. If the value of IQ is bigger, which 
indicates that de-noising effect is better; the value of IQ is 
smaller, which shows that de-noising effect is worse; but 
if the value of IQ is a negative, it means that the change of 
image is larger, the de-noising image has severe distortion. 

This paper adopts two indexes to evaluate data recovery 
effect. One is correlation coefficient between recovered 
image and reference image, the other is column mean 
curve of recovered image. The correlation coefficient H
can be required by 
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The size of correlation coefficient can evaluate data re-
covery effect, the bigger it is, the better restoration effect 

the algorithm will make, and the closer between recovered 
image and reference image. Otherwise, it indicates the 
recovery effect is worse. 

In addition, the column mean curve also can evaluate 
data recovery effect. Data recovery effect is better when 
the column mean curve of recovered image matches the 
column mean curve of reference image closer. Otherwise, 
data recovery effect will become worse. The column mean 
should satisfy, 

1

1 M

J iJ
i

m X
N =

= !                 (8) 

B. Experimental results 
In order to verify fully the validity of the algorithm in 

this paper, three hyperspectral images of HJ-1A/1B satel-
lite are selected to carry out three groups’ experimenta-
tion. Three hyperspectral images have respectively mild, 
moderate and severe data distortion, Data recovery on the 
three hyperspectral images to test the abilities of removing 
stripe noises, recovering fuzzy edge of ground objects, 
regaining overall gray distribution of image. 

1) Data recovery of mild distortion image 
In the first experiment, the distortion image is disturbed 

mainly by stripe noises, and degree of vagueness is slight-
er at the edge of ground object. Besides, overall gray dis-
tribution of image is close to normal image, and the image 
is showed in Fig.5 (a). So the aim of choosing such image 
is that testing the ability of removing stripe noises. 

  In Fig.5, (a) represents original distortion image, (b) 
represents reference image, (c) is the image that utilize 
wavelet analysis method to remove stripe noises, (d) is the 
result of wavelet analysis method with histogram match-
ing, this algorithm is called as “algorithm 1”, (e) is ac-
quired by wavelet domain recovery algorithm based on 
PDE variational model, this algorithm is called as “algo-
rithm 2”, and (f) is the result of adopting adaptive window 
matching method, this proposed algorithm is called as 
“algorithm 3”.Calculating column mean curves of the 
images after getting de-noising images. Next, a series of 
parameter indexes is calculated to compare the perfor-
mance of the three algorithms.  
The difference of distortion image and reference image is 
that distortion image is contaminated severely by stripe 
noises, but edge information of ground objects have not 
obvious loss or distortion. So the first experiment uses for 
testing the ability of removing stripe noises. Fig.5 (d), (e) 
and (f) show three algorithms all can remove stripe noises 
effectively. The result of Fig.5 (c) shows that wavelet 
analysis method can eliminate stripe noises, but it can’t 
recover contaminated information completely. It can be 
seen in the top left corner of Fig.5 (c), the edge of moun-
tains have become considerable fuzzy. It shows that tradi-
tional algorithms can’t recover hyperspectral data of the 
HJ-1A satellite. From Fig.5 (d), (e) and (f), the fuzzy edge 
of ground object in the top left corner has gotten a better 
recovery. But it is difficult to distinguish virtues or defect 
degree of three algorithms. 

Therefore, some other parameters are taken to analysis 
quantitatively performance of each algorithm. The column 
means of reference image and the images that are disposed 
by three algorithms are calculated, the curves are shown 
as following in Fig.6. 

42 http://www.i-joe.org



PAPER 
HYPERSPECTRAL REMOTE SENSING DATA RECOVERY VIA ADAPTIVE WINDOW MATCHING METHOD 

 

   

(a) Distortion image                                (b) Reference image                                (c) De-noising image 

   

(d) Algorithm 1                                     (e) Algorithm 2                                     (f) Algorithm 3 

Figure 5.  Experiment results of mild distortion image 

 
Figure 6.  Column mean curve of the first experiment 

In Fig.6, the algorithm 3 has the best restoration effect, 
most of regions are the almost same as the reference im-
age except a few columns. As for algorithm 1 and algo-
rithm 2, column mean is higher than normal value in the 
left half of the image, and it is lower in the another half of 
the image. Besides, the deviation in the left half of the 
image is bigger than another. At the same time, the effect 
of algorithm 1 and algorithm 2 has no difference. 

It is not enough to offer a parameter index to evaluate 
the performance of three algorithms, and it is more con-
vincing to adopt other parameter indexes. The results of 
other parameter indexes are given in Table I. 
Various data of Table I shows that three algorithms have 
little difference on traditional evaluation parameters in-
cluding µ and ". Algorithm 3 has better performance on 
image quality factor IQ  than algorithm 1 and algorithm 2, 
and algorithm 1 and algorithm 2 have little difference. 
Three algorithms are better performance on peak signal to 
noise ratio (PSNR) than traditional algorithms, and PSNR 
of algorithm 3 is highest, while algorithm 1 and algorithm  

TABLE I.   
RESULTS OF OTHER PARAMETER INDEXES 

 µ ! IQ PSNR/db H 
Reference Image 59.673 171.409    
Distortion Image 57.704 177.207  26.804 0.988 
De-noising Image 57.552 176.045 0.578 27.382 0.989 
Algorithm 1 59.642 171.424 4.517 31.321 0.995 
Algorithm 2 59.639 171.428 4.520 31.324 0.995 
Algorithm 3 61.115 174.174 9.689 36.494 0.999 
 
2 are close. Algorithm 3 is also superior to algorithm 1 
and algorithm 2 in the correlation coefficientH , and algo-
rithm 1 is the almost same as algorithm 2. 

By comparing column mean curve and different param-
eters, we can obtain the following conclusions: three algo-
rithms all can complete the aim of data recovery on mild 
loss or distortion images, and get better de-noising effect. 
But the performance of adaptive window matching meth-
od is best, especially in column mean curve, image quality 
factor IQ , peak signal to noise ratio PSNR and image 
correlation coefficient H , and it is far superior to wavelet 
analysis method with histogram matching and wavelet 
domain recovery algorithm based on PDE variational 
model. The latter two algorithms have little difference on 
various evaluation parameters. 

2) Data recovery of severe distortion image 
In the second experiment, the selected image has some 

characteristics, including severe stripe noises, serious 
fuzzy edge of ground objects and having a big gray differ-
ence between distortion image and normal image. So the 
aim  of  the  second experiment is that testing comprehen- 
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      (a) Original image                               (b) Reference image                                 (c) De-noising image 

   

 (d) Algorithm 1                                     (e) Algorithm 2                                           (f) Algorithm 3 

Figure 7.  Experiment results of severe distortion image 

sive properties of the algorithms, such as recovering fuzzy 
edge of ground objects on the basis of removing stripe 
noises, adjusting gray distribution of the whole image etc. 

Like the first experiment, in Fig.7, (a) represents origi-
nal distortion image;(b) represents reference image;(c) is 
the image that utilize wavelet analysis method to remove 
stripe noises;(d) is  “algorithm 1”;(e) is “algorithm 2”;(f) 
is “algorithm 3”. The column mean curves of each image 
are calculated after getting de-noising images. And then, a 
series of parameter indexes is calculated to compare the 
performance of the three algorithms. 

The distortion image has severe data loss and distortion, 
which mainly show in three aspects: !polluted severely 
by stripe noises;"can’t identify ground objects by visual 
because of fuzzy edge;#have a large gray distribution 
difference with the reference image. So the second exper-
iment tests comprehensive properties of the algorithms by 
the results of solving aforesaid questions. 

Experimental results show that traditional methods can 
barely remove stripe noises, even it will cause reforming 
phenomena, and it also can’t recover fuzzy ground object 
edge, let alone adjust the gray distribution of the whole 
image. But in this paper, three algorithms can complete 
the task of data recovery. Not only can they eliminate 
stripe noises, but also recover edge information, even 
adjust gray distribution.The curves are shown in Fig.8. 
In Fig.8, for algorithm 1 and algorithm 2, column mean is 
higher than normal value in the left half of the image, and 
it is lower in the right half of the image, but it has a better 
performance in the middle. Although the algorithm 3 has a 
little deviation in the middle, it is better than the two for-
mer algorithms. All in all, the algorithm 3 is best, and the 
effect of algorithm 1 and algorithm 2 has no difference. 

 

 
Figure 8.  Column mean curve of the second experiment 

TABLE II.   
RESULTS OF OTHER PARAMETER INDEXES 

 µ ! IQ PSNR/db H 
Reference Image 67.156 141.573    
Distortion Image 31.692 115.368  14.119 0.812 
De-noising Image 57.552 114.034 0.104 14.223 0.819 
Algorithm 1 67.154 141.570 5.999 20.118 0.914 
Algorithm 2 67.129 141.592 6.142 20.260 0.917 
Algorithm 3 65.945 135.008 17.179 31.298 0.995 

 

The results of other parameter indexes are given in Ta-
ble II. It shows that three algorithms have little difference 
on traditional evaluation parameters including µ and "; 
Algorithm 3 has better performance on image quality 
factor IQ  than the others, and algorithm 1 and algorithm 2 
have little difference; three algorithms are better perfor-
mance on peak signal to noise ratio (PSNR) than tradi-
tional algorithms, and PSNR of algorithm 3 is highest, the 
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others are close; algorithm 3 is also superior to algorithm 
1 and algorithm 2 in the correlation coefficientH , and 
algorithm 1 is the almost same as algorithm 2. 

So we can conclude the following conclusions: the 
three algorithms all can complete the aim of data recovery 
on severe loss or distortion images, get better de-noising 
effect and edge restoration effect. But the performance of 
the adaptive window matching method is best, especially 
in column mean curve, image quality factor IQ , peak 
signal to noise ratio PSNR and image correlation coeffi-
cientH , and it is far superior to wavelet domain recovery 
algorithmsogram matchingvocationalt domain recovery 
algorithm based on PDE variational model. The latter two 
algorithms have little difference on various evaluation 
parameters. 

V.  CONCLUSION 
Traditional algorithms only recover the images that are 

contaminated by stripes noises, but they will not receive 
better effect to recover hyperspectral data of HJ-1A satel-
lite. The reason is that how to recover fuzzy edge and 
texture information isn’t considered. A matching algo-
rithm of adaptive window is proposed in this paper, which 
can adjust intelligently size of matching window accord-
ing to different local feature information of the image, 
besides, recover the data that are polluted by stripe noises 
and edge and texture information as much as possible. The 
effectiveness of the algorithm is verified by the abilities of 
removing stripe noises, recovering fuzzy edge and overall 
gray distribution of the image. The matching algorithm of 
adaptive window is superior to wavelet analysis method 
with histogram matching and wavelet domain recovery 
algorithm based on PDE variational model in objective 
and quantitative parameter indexes, Not only does it suc-
cess in accomplishing data recovery, but also it enhances 
edge and texture information, and provides data support to 
subsequent quantitative processing on hyperspectral data. 
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