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PAPER

A Comprehensive Study of Deep Learning and 
Performance Comparison of Deep Neural Network 
Models (YOLO, RetinaNet)

ABSTRACT
This paper presents the latest advances in machine learning techniques and highlights deep 
learning (DL) methods in recent studies. This technology has recently received great attention 
as it can solve complex problems. This paper focuses on covering one of the deep learning 
algorithms (deep neural network) and learning about its types such as convolutional neural 
network (CNN), Recurrent Neural Networks (RNN), etc. We have discussed recent changes, 
such as advanced DL technologies. Next, we continue analyzing and discussing the challenges 
and possible solutions of machine learning, such as big data and object detection, studying 
more papers  in deep learning, and knowing the main experiments and future directions. 
In addition, this review also identifies some successful deep learning applications in recent 
years. Moreover, in this paper, one of the deep learning methods, convolutional neural net-
works, is applied to detect objects in images by using the You Only Look One model and com-
paring it with RetinaNet using pre-trained models. The results found that CNN (using YOLOv3) 
is a more accurate model than RetinaNet.

KEYWORDS
deep learning, neural networks, big data, object detection, convolutional neural network 
(CNN), YOLO model, RetinaNet model

1	 INTRODUCTION

With the significant advances in technology development of algorithms, artificial 
intelligence technology occupied an important place in recent years as it began to 
spread in all aspects of life. DL is the future technology as it considers one of the basic 
machine learning algorithms, as shown in Figure 1. Machine learning permits systems 
to develop through learning from the experiments of others [1]. It was developed as a 
powerful tool for identifying patterns and relationships in data. In addition, it is char-
acterized by flexibility and the ability to adapt to problems [2]. Deep learning models 
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require access to large amounts of training data and processing power. Additionally, 
the combination of standard and deep features also affects achievement efficiency [3].

Deep learning lacks efficiency when trained with an extensive training sample [4]. 
DL uses new algorithms based on artificial intelligence and simulation of neurons in 
the human body called the neural network. In recent years, neural networks have 
received much attention from specialists and researchers. The model trained using a 
large set of labeled data and neural network structures with multiple layers. This algo-
rithm builds to learn features without defining those characteristics and creates accu-
rate predictive models from unstructured data. Deep learning processes information 
similar to the human brain and is used in medical fields, face recognition, translation, 
big data analytics (such as images), natural language processing (NLP), and the stock 
market. This paper provides an overview of deep learning algorithms and applications 
and the challenges and problems of applying deep learning in Big Data. Big data are 
speedily growing in all engineering fields [5]. DNNs have indeed revolutionized the 
field of computer vision, especially with the advent of novel deeper architectures such 
as residual and Convolutional Neural Networks [6]. In addition to images, sequential 
data such as text and audio also are processed using DNNs to reach the documents’ 
most up-to-date classification and recognition performance. Many researchers utilize 
deep neural networks (DNNs) because of their better performance and fast execution 
at test time [7]. Deep learning approaches analyze big data with successful applications 
in speech recognition and computer vision [8]. In machine learning, the features of 
objects are find manually by relying on humans, while deep learning takes pictures 
of objects and extracts their features, as shown in Figure 2. This research covers many 
aspects of object discovery and reviews primary machine learning methods. It also 
covers the latest types of deep neural networks (DNN), provides a brief description of 
each model, deep learning features, and an overview of CNN. Modern deep learning 
models rely on CNN. Deep convolutional neural networks perform remarkably well 
on many Computer Vision tasks [9]. However, these networks rely heavily on large 
data sets to help avoid overfitting [10]. Object detection seeks to locate object instances 
from many predefined categories in natural images; it has many applications in the 
real world, such as video surveillance, self-driving cars, etc. [11]. Specifically, this paper 
provides a comprehensive study of the recent achievements in this field brought about 
by deep learning techniques and the characteristics of Data Augmentation, such as the 
amount of training data. The last section is the conclusion of this paper. Figure 1 shows 
the relationship between AI, ML, DL, and NN.

Fig. 1. Relationship between AI, ML, DL, and NN
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Machine learning process

Deep learning process

Fig. 2. Difference between ML and DL

2	 WORKING MECHANISM FOR DNN WITH DL TECHNOLOGY

Deep learning is a particular branch of machine learning [12]. The latest devel-
opments in this field have focused on hands-on training and neural network mod-
els, employing algorithms that support deep learning. The diversity of the world’s 
pictures is a significant challenge in recognizing objects [13].

The deep learning mechanism identifies the main problem, collects the data cor-
responding to the problem, trains this data set using the appropriate deep learning 
algorithm, and then tests this data. When making an application in deep learning, it 
builds the features specified without supervision, called unsupervised learning, with 
speed and accuracy characterizing it, as shown in Figure 3. As in image recognition, its 
label will describe each image when fetching the data set. Deep learning takes pictures 
of those objects and finds the properties and differences in them instead of manually 
finding the properties of those images. Each layer observes a specific pattern in the 
image. For example, the first layer may notice the image’s borders and another layer 
may mark the characteristics of the objects in the image. A neural network assigns a 
weight to each neuron, representing the network’s information to solve problems. The 
final layer combines these weighted inputs to come up with an answer. These images 
feed into the neural network for image recognition, which turns into data that moves 
between neurons—finally, the last layer groups all these pieces of information to reach 
a result. Therefore, each picture compares its answer with what the person described. 
In addition, if the outcome of this network is different from the human response, the 
neural network modifies the weight of the neurons in the network. Every time it adjusts 
the weight of the neurons, this improves the ability to recognize images of objects. 
The neural network stores the practical knowledge to make it available to the user by 
adjusting the weights. It is one of the most famous algorithms used in machine learning 
and deep learning, and it is a fast and easy network. It provides multiple training algo-
rithms, as it works well on image, audio, and text data and can be easily updated using 
new data. Humans supervise a description of each image to identify the object without 
describing the objects with the neural network. This technology is termed supervised 
learning [14]. In unsupervised learning, the use of images is without explanation. Here, 
the neural network must recognize the different patterns in the image to begin recog-
nizing any image containing these patterns. Another example of deep learning is that 
neural networks can learn words by storing vast amounts of text as they count the num-
ber of words they can predict or guess through the terms before or after them. Thus, the 
program learns to display each word by indicating the relationship of the words with 
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each other. Sometime, the program reaches and understanding of the terms by itself. 
Therefore, deep neural networks are constantly changing and developing. They are 
learnable and change their data analysis, which leads to avoiding previous mistakes. 
The DL must work with enormous amounts of training data to achieve high accuracy.

Fig. 3. Mechanism of DL and DNNs

3	  FAMOUS DEEP NEURAL ARCHITECTURE

The achievement of DL and DNN algorithms depends on the design of the network 
architecture [15]. DNN structures have advanced in many fields, such as image object 
recognition. We will look more at the significant architectures of DNN. Moreover, we 
will illustrate the evolution of these deep architectures based on these deep networks. 
We will focus on CNNs for future understanding and application in image recognition.

3.1	 RNN. Recurrent Neural Networks

It is one of the structures of deep learning, where the previous inputs are pre-
served and fed into the feedback of this network, which can be a hidden layer, an 
output layer, or a combination of both. It depends on feeding the inputs or hidden 
layers to the output, such as in prediction applications, translation, and converting 
audio to text. This network is widely used in NLP translation and time series lan-
guages [16]. The problem of vanishing gradient occurs in this network. The gradients 
often disappear in the process of training NNs. The gradients are either too large or 
too small. To eliminate this problem, we use LSTM for these repetitive networks [17].

Long Short-Term Memory (LSTM). LSTM is an RNN used for various applica-
tions such as phones. An LSTM consists of three gates controlling the information 
flow inside or outside the neuron. The input gate contains information entered into 
the memory, and the forget gate allows new data to remember. The output gate out-
puts the data from the cell. LSTMs are used in the fields of speech and handwriting 
recognition and can handle complex detection tasks [18].

Gated Recurrent Units (GRU). It is a type of RNN like LSTM in its operation but 
is more straightforward and characterized by faster implementation and training. 
It uses smaller redundant data, so it shows better performance. The GRU consists 
of two gates. Update the portal that offers how much of the previous cell contents 
should keep. Reset Portal Sets the new entry to merge with the contents of the previ-
ous cell. The GRU lacks an output gate.

3.2	 CNN. Convolutional Neural Networks

CNN is one of the types of deep learning DNN. This NN uses image recognition 
applications. It made significant progress in this area as it can recognize faces, people, 
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street signs, and many other places, and apply it in natural language processing and 
audio and video analysis. CNN can take a picture, enter the image into the network, 
and distinguish people in it. This network is multilayered because it consists of input 
and output layers and multiple hidden layers. Hidden layers consist of convolutional 
layers and use a mathematical model. The results were transferred to successive 
layers. These layers are the basis for building a convolutional neural network. CNN 
contains a Relu layer, a Pooling layer, and is fully connected. These technologies use 
algorithms for artificial intelligence and deep learning from data.

The principal work of this algorithm is as follows.

–	 The dataset enters the network, and then the image enters and extracts his features.
–	 Then, the image travels through the convolutional layer, clustering layer, and 

fully connected layer, in which all neurons are connected to all activation data in 
the previous layer.

–	 Finally, we get the output. As the output layer describes the image content, the 
convolutional and pooling layers are the basis for building this algorithm.

Figure 4 describes the CNN structure. Many concepts enhance CNN, such as activa-
tion and loss function, architecture innovation, modulation, and parameter optimiza-
tion. There are many differences in the CNN architecture based on the layering pattern. 
Convolutional layers convert the input data from the input layer by the neurons con-
nected with the previous layer into a set of patterns provided by the output layer to 
activate the neurons with some identifiable tasks. This network has shown an out-
standing performance in object detection, as it can extract features by convolution and 
automatically recognize representations of data [19]. Therefore, the first layers identify 
the characteristics, while the subsequent layers capture the finer details and organize 
them in complex properties and shapes. Moreover, the last layer of the NN connects to 
the neurons in the previous layer. In addition, you put all these characteristics together 
to classify the image accurately and recognize the object. CNN relies a lot on big data to 
avoid overuse because CNN will be more accurate as training data increases.

Fig. 4. CNN algorithm structure

The architecture of Deep CNNs. A convolutional neural network aimed to 
detect visual objects. The ImageNet project runs a yearly competition called the 
ImageNet Large Scale Visual Recognition Challenge (ILSVRC). The Convolutional 
Neural Network (CNN) got perfect results in computer vision tasks [20].

–	 LeNet. It consists of several layers that extract features from the input image. Then 
the image is classified and the extracted features are grouped and convolution 
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performed. The output layer in this grid is a group of cells that define the charac-
teristics of an image.

–	 AlexNet. It is one of the deepest CNN structures used in computer vision.
–	 ZF Net. These deep browns are used in deconvolution.
–	 GoogleNet.  They are deep and robust nervous structures that were designed 

by Google.
–	 SqueezeNet. This architecture is robust and functional in mobile systems.
–	 SegNet. This structure is used for image segmentation.
–	 VGGNet. These structures are hierarchical, and the layers at the bottom are broad, 

while the layers at the top are deep.
–	 YOLO (You only look once). It discovers images by dividing them into squares and 

determining the object’s class for each section. This network is the most famous 
and used to develop deep structures today. The object detection model (YOLO) has 
resulted in a range of versions based on continuous improvements to this model in 
computer vision. (Yolo, Yolov2, Yolov3, Yolov4, Yolov5, Yolov6, Yolov7, Yolov8, and 
currently Yolo-). Thus, the most urgent requirement for improving object detection 
is acceleration. One of the best CNN models is YOLO, which breaks the speed limit 
of CNN. YOLO achieves a significant balance between speed and accuracy and is 
an object detector with a strong generalizing ability to perform the whole image.

–	 ResNet. These are deep learning constructs using shortcuts.

Table 1 [20], shows a general summary of the different models for the architec-
ture of a deep convolutional neural network.

Table 1. ILSVRC competition CNN models

Year CNN Developed by Place Top-5 
Error Rate

No. of
Parameters

1998 LeNet Yann LeCun et al. 60 thousand

2012 AlexNet Alex Krizhevsky, Geoffrey 
Hinton, llya Sutskever

1st 15.3% 60 million

2013 ZFNET Matthew Zeiler and 
Rob FerGus

1st 14.8%

2014 GoogleNet Google 1st 6.67% 4 million

2014 VGG Net Simonyan, Zisserman 2nd 7.3% 138 million

2015 ResNet Kaiming He 1st 3.6%

4	 TRAINING OF DEEP NEURAL NETWORKS

Training occurs in the deep neural network by recognizing different data and com-
paring it with the expected results. Through a reverse process of directing the data from 
the output to the input layers, comparing and correcting errors to reach the desired result.

Deep neural network training occurs in several stages, which is as follows.

1.	 In this stage, using the DNN architecture, the number of I/O and hidden layers are 
determined. Determining the number of input units extracts the number of data 
features used in training. During the training process, the algorithms discover valu-
able data [21]. As for the hidden layers, the number of units used in them should be 
the same in each hidden layer. In the output layer, the number of output units that 

https://online-journals.org/index.php/i-joe


	 68	 International Journal of Online and Biomedical Engineering (iJOE)	 iJOE | Vol. 19 No. 12 (2023)

Nife and Chtourou

the neural network wants to process is determined. The input layer is associated 
with the hidden layers attached to the output layer through neural connections.

	  As shown in the example in Figure 5 below, a deep network contains input and 
output layers and many hidden layers. Assume that the input layer of the network 
is x, as the neurons input x1 to xn, and the output layer is y between each layer.

2.	 Initialization. There is a set of actual parameters (weights) from W1 to Wn. 
Likewise, each layer consists of biases b that change the product’s weight multi-
plied by the input. This stage assigns the initial weights W and bias b to the inputs 
of all neurons and random numbers between (0) and (1). Weights are updated 
during the training process to suit the network tasks.

	  For example, as shown in Figure 6 we adjust the weights gradually to train 
deep neural networks efficiently until we get excellent predictions. Pass the input 
through the neural network by the forward propagation algorithm. Then the 
weights w1, 2, 3, 4 are multiplied in the first layer, the bias is added, the activation 
function is applied, and the result is multiplied by the weights of the second layer, 
then the result is calculated. In addition, multiply the weights by the correspond-
ing inputs and then add to the bias, and this value is called K, K = ΣW * X + b. 
The activation function f is chosen for each hidden layer, where the activation 
function applied to K and f (K) is the final output of the neuron.

Fig. 5. A deep neural network model

3.	 Select the optimization algorithm and determine the suitability of the DNN for 
the training data.

4.	 Error function. It is the correct output value as we subtract the actual network 
output from the model. The cost function is the square of the average error and 
is given as equation (1).

	 C = 1/m ∑(y - a) ^ 2	 (1)

	  Where m. is the number of training inputs in the network, a., the expected 
value, and y., the actual value

5.	 This stage trains the data input to the network using the backpropagation algo-
rithm that feeds the data into the network and evaluates the network performance.

6.	 Change the neurons’ weights to reduce the error function to a minimum and 
increase the accuracy.

7.	 Applying the desired inputs x1, x2, x3, and the selected output y (k) and find the 
outputs at k = 1, where k is the number of iterations. This is called an activation 
function and represented as in Equation 2.

	 y sign xiwi
i

n

� �
�
�

1

� 	 (2)

n. network input
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	  Several activation functions define the network output, Including sigmoid, sign, 
step, and linear. The best-used sigmoid activation function is in the following 
equation (3).

 	 x xiwi
i

n

�
�
�

1

	 (3)

 	 y
x

�
� �

1

1 e
	 (4)

	  Where weighted inputs in the network = x
	  Input value xi = i, Weight wi = i, Number of neuron inputs = n, Neuron output = y
8.	 Iterations continue until the network learns. Increase iteration k by 1, return to 

the second step, and repeat the process until the convergence point. The gradi-
ent descent force updates the weights with a small loss function after iteration. 
Calculates the expected output ŷ, known as feed-forward, at each iteration of 
the training process. Weights and biases are also updated, known as backpropa-
gation, as shown in equation 5. An example is training a DNN consisting of four 
layers by adjusting the weights and biases of the data input to the network.

	 ˆ ( ( ) )y w w x b b� � �� �2 1 1 2 	 (5)

	  We can see from the above equation, the weights W and the biases b are the 
only variables that affect the output y, as shown in Figure 6.

Fig. 6. Training process of deep neural network

At the end of the training process, the model is ready to make predictions of 
the input data. It can feed the new data, pass it forward, and generate the pre-
dicted model.

5	 PROBLEMS FOR DEEP NEURAL NETWORKS

 Despite the significant advances made by deep learning systems on a large scale, 
there are many challenges to overcome when designing and training deep networks.

–	 Object detection and localization of all objects in the image, one of the most basic 
and complex problems in computer vision, determines the states of objects from 
many predefined classes in natural images. This problem arises in the case of 
poor data quality and poor resolution and clarity of the images when identifying 
things, so data quality is essential to obtain accurate results.

–	 Object recognition is one of the most fundamental and challenging problems of 
computer vision [22].
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–	 This technology also faces many challenges, including the clarity of images. With 
the advancement of deep learning research and its applications, we aspire to more 
exciting research on DL and work to improve data augmentation to take advantage 
of the potential of big data and increase the time and the size of the final data set 
[23]. Therefore, network training should be large, and accurate. Also, choosing a 
good DL architecture is essential to get better results from NNs [24]. There are now 
many different algorithms for detecting objects. It is challenging to choose the best 
models for detecting objects. Therefore, in this research, we made a comparison of 
these models. The importance of object detection is the ability of the implemented 
structure to determine the type and location of a specific object in an image and 
the speed of detection. The deep learning algorithm (CNN) is one of the most active 
areas of research that has achieved success in object detection. In this paper, we 
used different architectures to detect objects in images and compare them. These 
architectures include Yolo network architecture and RetinaNet architecture. Used 
Image AI library in Python, as this library is a database designed for use in object 
recognition. This library supports several pre-trained detection models for modern 
deep learning algorithms, such as RetinaNet and YOLOv3, trained on the COCO data-
set. For 90 common objects. Object detection determines the name and location of 
each object in the image and the percentage probabilities of all detected objects.

6	 EXPERIMENTAL RESULTS

To perform the object recognition using a RetinaNet model, note that 
Figure 7 represents the original image before detecting the objects. We used one of 
the remote-sensing images. One of its most important applications is the population 
census in an area, as it is difficult to identify small objects in this type of image. 
Therefore, we find in this study the best model for detecting objects accurately and 
with a high training speed.

Fig. 7. Image before object detection

Figure 8 shows output after detecting objects using the RetinaNet model. In 
Figure 8a represents the resulting image after detecting the objects in it, and 
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Figure 8b specifies the name of the object and the degree of accuracy of detection 
using the RetinaNet model. It has very high accuracy and speed.

a)

b)

Fig. 8. Output after detecting objects using the RetinaNet model: (a) the resulting image after detecting  
the objects (b) the name of the object and the degree of accuracy of detection
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Table 2, shows results of each class of the retina models.

Table 2. Detection results of each class using retina

Class Precision

car 70.2

car 68.0

person 64.2

car 60.9

person 60.9

person 60.8

umbrella 60.1

person 56.8

umbrella 56.4

person 55.0

person 53.8

person 52.1

Person 51.1

Person 50.1

When implementing the convolutional neural network model (YOLO) as shown 
in Figure 9, we see that this model successfully identifies the objects in the image 
more accurately. Figure 9a shows the objects detected in the image, while the Figure 
9b shows the names of the objects and the degree of accuracy of their detection.

a)

Fig. 9. (Continued)
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b)

Fig. 9. Output of image object detection using the Yolov3 model: (a) Detecting objects in an image  
(b) Accuracy of detecting objects. Table 3 shows the results of each class of the Yolo models.

Table 3. Detection results of each class using Yolo

Class Precision

person 78.1

car 75.9

car 78.0

person 95.7

umbrella 61.7

umbrella 58.7

umbrella 51.2

umbrella 64.9

person 52.5

person 83.7

person 53.1

umbrella 89.7

(Continued)
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Class Precision

umbrella 57.9

umbrella 51.4

car 54.5

person 76.1

person 73.9

person 82.3

person 95.7

person 89.8

person 79.9

person 57.2

person 66.4

Figure 10 displays the number of objects in all classes = 23 in Yolo but 14 in the retina

Fig. 10. Number of objects in all classes

We observed from the above results in Figures 8 and 9 that Yolo’s accuracy and 
speed are very high compared to RetinaNet’s object detection model. Whereas the 
time taken to detect image objects using the Yolo model is (10.647) seconds. The 
detection time of objects in RetinaNet is (20.028) seconds.

The ImageAI library has the advantage of being able to extract every object 
detected in the image. In addition, save each in the newly created folder and return 
an additional array containing the path of each image.

Yolo engineering also succeeded in classifying the input image into several parts 
according to the detected objects at a very high speed and specifying the coordinates 
of each object in the image. Additionally, it defines “box points”, meaning, the loca-
tion of the object’s center point, top left point, and bottom right point. It took time to 
discover and classify the image objects, with the coordinates of those objects deter-
mined by (11.432). The results of the accuracy and speed of object detection in the 
image appear, as shown below in Figure 11.

Table 3. Detection results of each class using Yolo (Continued)
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Fig. 11. Outputs of each detected object in the image with its ‘box points’ using Yolov3

7	 CONCLUSION

The application of deep learning in various fields has recently become a popular 
research topic. This study found that the more cases monitored during the model 
training process, the greater the likelihood of improving prediction results and accu-
racy. In addition, the increase in the number of hidden layers increases the quality 
and efficiency of the network, and the time required for it increases. The number of 
cells for all hidden layers must be equal and be more than the number of features. 
In addition, in this research, we presented a comparative study of two main neural 
network models for object detection (RetinaNet and YOLOv3, respectively). YOLO was 
more accurate, and the average detection times for objects in the image were (20.028) 
sec. for RetinaNet and (10.647) sec. for YOLOv3, respectively. Therefore, in this paper, 
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we recommend using YOLO models in object detection applications to obtain the best 
results. Image detection is an excellent model problem for neural network recognition. 
It provides a great way to develop advanced deep-learning techniques. In the future, 
we plan to build a real-time image detection system. Therefore, in this paper’s future 
research, we are improving and developing convolutional neural networks for track-
ing the visual object in a video. Despite the rapid development and promising progress 
in detecting objects, there are still many problems for future work.
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