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PAPER

Discriminative Approach Lung Diseases and COVID-19 
from Chest X-Ray Images Using Convolutional Neural 
Networks: A Promising Approach for Accurate Diagnosis

ABSTRACT
Medical imaging treatment is one of the best-known computer science disciplines. It can be 
used to detect the presence of several diseases such as skin cancer and brain tumors, and 
since the arrival of the coronavirus (COVID-19), this technique has been used to alleviate the 
heavy burden placed on all health institutions and personnel, given the high rate of spread 
of this virus in the population. One of the problems encountered in diagnosing people sus-
pected of having contracted COVID-19 is the difficulty of distinguishing symptoms due to this 
virus from those of other diseases such as influenza, as they are similar. This paper pro-
poses a new approach to distinguishing between lung diseases and COVID-19 by analyzing 
chest x-ray images using a convolutional neural network (CNN) architecture. To achieve 
this, pre-processing was carried out on the dataset using histogram equalization, and then 
we trained two sub-datasets from the dataset using the Train et Test, the first to be used in 
the training phase and the second to be used in the model validation phase. Then a CNN 
architecture composed of several convolution layers and fully connected layers was deployed 
to train our model. Finally, we evaluated our model using two different metrics: the confu-
sion matrix and the receiver operating characteristic. The simulation results recorded are 
satisfactory, with an accuracy rate of 96.27%.

KEYWORDS
COVID-19, histogram normalization, convolutional neural network (CNN), confusion 
matrix, ROC curve

1	 INTRODUCTION

The arrival of COVID-19 has changed the lives of people in every country in the 
world. The danger of this pandemic is distinguished by its speed of propagation 
and the damage that it can cause, especially to the elderly or chronically ill patients, 
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something that has pushed researchers from all fields to try to find a solution to 
stop it. Among the solutions that have been made available to health personnel is 
the chest x-ray, because the virus attacks primarily the lungs and causes respiratory 
problems that can cause death.

The field of medical imaging has been revolutionized by the integration of 
adapted image processing techniques from the field of computer vision [1] [2] 
[3] [4] [5]. Among these techniques, the use of convolutional neural networks 
(CNNs) is widely used in the field of deep learning. CNNs are known for extracting 
features and performing classifications, making them a robust approach. They 
consist of multiple layers, including convolution, pooling, density, and flattening 
layers, each with its own distinct function. The objective of these architectures is 
to train the machine to detect the presence of diseases in various types of medical 
images, such as x-rays, chest radiographs (CXRs), computerized tomography (CT) 
scans, magnetic resonance imaging (MRI) scans, and so forth. CNNs are used in 
many fields, including robotics [6], facial expressions [7], education [8] [9], and 
also in the medical field such as the detection of brain tumors [10] [11] [12], pros-
tate cancer [13] [14], lung nodules [15], COVID-19 [16] [17], and breast cancer 
[18] [19].

We have developed a deep learning model based on a CNN architecture using a 
database of chest x-rays called COVID-QU, and we intend to present it in this paper. 
The aim of the study was to distinguish three cases: COVID-positive patients, those 
with a viral lung infection, and those considered normal. To achieve this, we pre-
processed all the images in the database using the histogram equalization tech-
nique. This method resulted in a balanced distribution of intensities, improving 
the ability to assess measurement similarity. Next, we divided the dataset into two 
distinct subsets: the training set and the test set. Finally, we implemented our CNN 
architecture to obtain an efficient model for classifying chest x-rays into one of the 
three categories mentioned above. The overall aim of our study was to help health-
care professionals rapidly assess patients’ conditions and reduce the time needed 
for diagnosis.

2	 RELATED WORKS

Several research studies have been carried out to train a model based on CNN 
architecture to determine or confirm the presence of COVID-19 in a chest x-ray. 
The authors of the article [20] proposed a new CovidXrayNet model based on the 
EfficientNet-B0 architecture. The simulation results reached an accuracy of 95.82%. 
Another method was developed in [21] aimed at detecting COVID-19-infected 
pneumonia from chest x-ray images based on the DAC scheme by applying two 
pre-processing steps to the used dataset to eliminate the majority of the diaphragm 
region, then a CNN architecture based on transfer learning is used to classify the 
chest x-ray into three classes (COVID-infected pneumonia, COVID-uninfected pneu-
monia, and normal case). The simulation results of this method, called CNN-based 
computer-aided design (CAD), recorded an accuracy value of 95%. Another method 
based on a hybrid structure containing a BiLSTM bidirectional long-term mem-
ory layer was implemented in [22] and recorded an accuracy value of 98.70%. 
In addition, in a paper [23], an approach combining a CNN architecture and a 
long-term memory (LTM) network was used to perform an automatic diagnosis 
of COVID-19 from CXR images. Simulation results demonstrated an accuracy of 
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up to 99.4%. The authors in [24] used the transfer learning technique using image 
augmentation to train and validate several pre-trained deep CNN architectures. 
The best results were recorded using the DENSENet201 architecture, with an accu-
racy value of 99.70%.

3	 METHODOLOGY

3.1	 Method

Our model was trained using the COVID-QU database of chest x-ray images [25] 
[26]. This database comprises a total of 15,153 images, divided into three categories: 
COVID-19 positive, normal, and viral pneumonia. By way of illustration, here are a 
few examples of images from this database, as shown in Figure 1.

(a) (b) (c)

Fig. 1. Overview of some images from the dataset used, showing: (a) COVID-19 positive cases, (b) normal 
cases, and (c) viral pneumonia cases

All the images in the database are divided into three categories: 1345 images for 
the viral pneumonia case, 3616 images for the COVID-19 case, and 10192 images for 
the normal cases, as illustrated in the form of a graph in Figure 2.

3616

10192

1345

0 2000 4000 6000 8000 10000 12000

COVID-19

Normale

Pneumonie Virale

Fig. 2. Distribution of all the images in the database by category

The analysis of the used data set of the three categories using the graphs below 
(Figure 3), which represent the graphical distribution of the maximum, minimum, 
and average pixel values about the density of the images, shows that the average 
pixel value for the negative COVID cases is higher than 0.014 and lower than 0.016. 
The average pixel value for the positive COVID cases is greater than 0.004 and less 
than 0.006. In normal cases, the average pixel value is greater than 0.002 and less 
than 0.006.

https://online-journals.org/index.php/i-joe
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Fig. 3. Categorical distributions of values about density, (a) mean values, (b) maximum value, and (c) minimum values

Our approach is based on the use of a convolutional neural network architecture 
to develop a model capable of distinguishing three cases: normal, viral lung infec-
tion, and COVID-19. The details of how we achieved this goal are substantiated in 
this section.

Our process began with an initial pre-processing phase, during which we pre-
pared the images to be used. During this stage, we assigned appropriate labels 
to each image according to their category (COVID or normal). Next, we applied 
histogram equalization to modify the contrast of each image and distribute inten-
sities over the entire range of values. In this way, we created new images by inde-
pendently manipulating each pixel of the original image using its cumulative 
histogram.

Histogram equalization, introduced in [19] by Gonzalez and Woods, involves 
applying a transform T to each pixel of an image coded with L levels. To do 
this, we calculated the number of occurrences of a level xk, denoted NK. The 
probability of the occurrence of a pixel of level xk in an image is represented by 
equation (1).

	 p x p x x
n

n
k L

x k k

k
( ) ( ) , �� � � � �0 	 (1)

Where: n represents the number of pixels in an image and px denotes the histo-
gram normalized to a scale of [0, 1].

For each pixel of value xk, a new value SK = T(xk) is associated with the transfor-
mation T. The definition of this transformation is given by equation (2).

	 T x L p x
k x jj

k

( ) ( ) ( )� �
��1 0

	 (2)

Where: p x
x jj

k

( )
�� 0

 = the cumulative histogram.

Figure 4 below shows an example of this operation applied to a chest x-ray.
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Cumulative histogram and cumulative distribution before equalization

Cumulative histogram and cumulative distribution after equalization

Fig. 4. The application of histogram equalization on a chest x-ray image

After performing histogram equalization operation, we observed a uniform 
redistribution of intensity across the entire image. This is demonstrated in Figure 4 
through the cumulative histogram analysis. This operation adjusted the contrast 
of each pixel independently, distributing intensity values over the entire available 
range. In this way, dark regions have been lightened and light regions have been 
darkened, improving the visibility of details in the image. The structural similarity 
index (SSIM) is also calculated to ensure image quality after the histogram equal-
ization operation. In all cases, the SSIM score is always greater than 0.7, indicating 
good structural similarity between the original image and the equalized image after 
histogram equalization.

Once the pre-processing of the dataset is complete, we proceed with its prepara-
tion. This preparation aims to unify the size of the images (64 × 64) and also to label 
all images by their corresponding class. We then create two datasets: train and test. 
The first, train, comprises 80% of the dataset and will be used in the training phase 
of our model. The remaining 20% of the test dataset will be used to validate our 
model. Next, a CNN architecture was developed to create our model. This architec-
ture is defined as follows:

Three successive convolution layers using different filters (32, 64, and 128) with 
a kernel of size 3 × 3 and the RELU activation function.

–	 Three Maxpool layers with a value of (2, 2), which halves the size of the input.
–	 A flattening layer is used to transform all values into a one-dimensional vector.
–	 Two fully connected layers: the first uses the RELU activation function, followed 

by a dropout layer set at 0.5 to avoid overfitting, and the second uses the Softmax 
activation function for classification.

https://online-journals.org/index.php/i-joe
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Figure 5 provides an overview of the proposed method.

Normal

COVID-19

Viral pneumonia

CNN ArchitecturePreprocessing and

normalization of image

histograms 

ClassificationChest X-ray

Fig. 5. Using CNN architecture

Once our model had been trained, we proceeded to evaluate it using various met-
rics such as accuracy, specificity, precision, sensitivity, F1_score, and receiver operat-
ing characteristic (ROC), calculated using equations (5, 6, 8, 9, and 10).

Performance is assessed using the confusion matrix, a table showing actual and 
predicted values. This matrix is used to evaluate the model using several metrics, 
including:

	 Accuracy
TP TN

TP TN FP FN
�

�
� � �

	 (5)

	 Recall
TP

TP FN
�

�
	 (6)

	 precision
TP

TP FP
�

�
	 (7)

	 F score
precision Sensitivity

precision Sensitivity
1_ �

�
�

	 (8)

Where, TF represent true negative, TP represent true positive, FN represent false 
negative, and FP represent false positive.

The ROC curve is a method used to evaluate the performance of a binary classi-
fier. It consists of a graphical representation linking the rate of true positives to the 
rate of false positives. This curve is used to analyze the sensitivity (ability to detect 
true positives) and specificity (ability to avoid false positives) of the classifier at dif-
ferent classification thresholds. By examining the ROC curve, we can evaluate the 
classifier’s overall performance and choose the optimum threshold according to the 
specific needs of the problem.

3.2	 Results

The results of our experiments were obtained using the COVID-QU image data-
base, with the aim of evaluating similarity metrics and comparing the impact of each 
operation performed on the set of images. Our model was trained for 100 epochs, 
using a recall function to prevent overfitting of weights. All the results of our exper-
iments are listed in Table 1.
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Table 1. Results of simulations

Precision Recall F1-Score Support

Normal 97.81% 96.85% 97.33% 2036

Viral pneumonia 96.99% 93.14% 95.02% 277

COVID 91.85% 95.82% 93.79% 718

Accuracy 96.27% 3031

Macro avg 95.55% 95.27% 95.38% 3031

Weighted avg 96.33% 96.27% 96.28% 3031

We note that the proposed method recorded results exceeding 91% on all evalu-
ation metrics.

The confusion matrix (Figure 6), generated from the test part, consists of 3031 
images distributed over the three categories, of which 2036 belong to the normal 
category, 277 to the viral pneumonia category, and 718 to the COVID category. 
The exploitation of the confusion matrix generated gave remarkable results. The 
model was able to classify 657 images in the right category among the 718 used 
for the test in the case of the COVID category and recorded an accuracy value 
of 91.85%.

For the normal category, the model was able to classify 1992 images in the right 
category among 2036 and missed just 44 images classifying them in the other two 
categories of which 16 were classified as belonging to the viral pneumonia category 
and 28 images were classified as belonging to the COVID category. For this cate-
gory, the accuracy reached a value of 97.81%. For the viral pneumonia category, the 
model using 277 images for the test was able to classify 269 images in the appropri-
ate class, but it missed only eight images, classifying six in the normal category and 
two in the COVID category.

Fig. 6. Confusion matrix

https://online-journals.org/index.php/i-joe
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Figure 7 shows the evaluation of similarity scores using the ROC curve. This 
curve was used to evaluate the categorical model and demonstrate the effectiveness 
of the proposed method in terms of similarity scores. The results obtained indicate 
satisfactory performance, confirming the method’s ability to discriminate between 
different categories with precision.

Fig. 7. Graphical representation of the ROC curves of each category

3.3	 Discussion

To better evaluate the results obtained by the proposed method compared with 
the results of related works. Table 2 gathers all these results. Our proposed method 
recorded satisfactory results on all metrics (accuracy, specificity, precision, sensitiv-
ity, and F1_score) compared to other works.

Table 2. Comparative tables of results of related work

Accu Precision Recall F1 Score

COVIDXRAYNET [10] 95.82 96.93 95.43 96.16

CNN-based CAD [11] 95 88 95 94

mAlexNet + BiLSTM [12] 98.7 98.77 98.76 98.76

CNN-LSTM [13] 99.4 99.56 99.1 99.13

DENSENet201 [14] 99.7 99.7 99.7 99.7

Proposed Method 96.27 96.33 96.27 96.28

The graphical representation in Figure 8 shows that the results of our proposed 
method are competitive and have outperformed some results of other works.

https://online-journals.org/index.php/i-joe
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Fig. 8. Graphical representation of the results of the related work and the proposed method results

4	 CONCLUSION

In this article, a new approach has been implemented to differentiate lung dis-
ease and COVID-19 disease from chest x-ray images. The approach consists of apply-
ing processing to all the images used, using the histogram equalization technique 
to obtain an intensity distribution over the whole of each image. These processed 
images are then used as input data in a CNN architecture to train a model capable 
of detecting the presence of lung disease and classifying it as either COVID-19 or 
viral pneumonia. The model evaluation was based on two measures: the confusion 
matrix and the ROC curve. The results obtained by our method were satisfactory, 
with an accuracy rate of 96.27%. This accuracy is competitive with results obtained 
in similar studies. To further improve model performance, it would be advisable 
to train the database of chest x-ray images and explore other techniques, such as 
segmentation, to improve similarity scores.
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