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PAPER

Machine Learning System for the Effective Diagnosis 
and Survival Prediction of Breast Cancer Patients

ABSTRACT
Breast cancer is one of the most significant global health challenges. Effective diagnosis and 
prognosis prediction are crucial for improving patient outcomes in the case of this disease. 
As machine learning (ML) has significantly improved prediction models in many disciplines, 
the goal of this study is to develop a ML system for medical specialists that can accurately 
predict tumor diagnosis and patient survival for breast cancer patients. For the training of 
diagnosis and survival prediction, five algorithmic models—decision tree (DT), random forest 
(RF), naive bayes (NB), support vector machines (SVMs), and gradient boosting—were trained 
with 569 records from the Breast Cancer Wisconsin dataset and 1,980 records from the Breast 
Cancer Gene Expression Profiles dataset. The results showed that the NB model exhibited 
better performance for tumor diagnosis, achieving an accuracy of 95.0%, while RF presented 
the best results for patient survival, with an accuracy of 76.0%. A survey of medical experts’ 
experience with the resulting system showed high scores in reliability, performance, satis-
faction, usability, and efficiency, confirming that ML systems have the potential to improve 
breast cancer patient outcomes.

KEYWORDS
breast cancer, diagnosis, treatment, machine learning (ML), random forest (RF), naive 
bayes (NB)

1	 INTRODUCTION

Breast cancer is the fifth leading cause of death for women worldwide, with over 
two million cases recorded in 2020 [1]. Furthermore, according to the International 
Agency for Research on Cancer, there were 28 cases per 100,000 inhabitants, with a 
mortality rate of 8.5% [2]. Various factors contribute to breast cancer, with genetics, 
age, gender, or alcohol consumption being among the most significant [3]. Major 
symptoms can include significant breast inflammation, reddish skin tone, retrac-
tion of one or both nipples, constant breast pain, and, if left untreated, potentially 
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leading to death [4]. The high number of cases and serious consequences continue 
to draw attention from the medical and research communities, prompting efforts to 
find effective solutions for detecting, treating, and improving the survival rates of 
cancer patients.

In any disease, previous cases often help inform current strategies, and computer 
analysis aims to expedite and streamline the analysis of these past cases. Studies 
have explored the use of machine learning (ML) to address critical interventions 
such as detection [5] and disease diagnosis [6], as well as to forecast patient sur-
vival rates. The effectiveness of any machine learning solution depends on the selec-
tion of appropriate algorithms and the implementation of the methods to ensure 
satisfactory results.

While the effectiveness of any ML study depends on selecting appropriate algo-
rithms for the proposed solutions and outlining the methods used to ensure satisfac-
tory results, many studies focus solely on aspects directly related to breast cancer, 
overlooking other important components, such as specific clinical factors. The aim of 
this study is to optimize tumor diagnosis prediction and patient survival prediction 
using ML. This will be achieved by comparing different algorithms and identifying 
the most effective ones that fit the system.

2	 BACKGROUND

2.1	 Machine	learning

Machine learning is a technique that falls under the umbrella of artificial 
intelligence. Operating with various categories of algorithms, it enables the iden-
tification of patterns in large volumes of information, ultimately facilitating 
outcome prediction and enabling devices to perform tasks autonomously [7].  
Often, these algorithms can be categorized as supervised, unsupervised, or 
reinforcement learning.

2.2	 Supervised	learning	algorithms

Supervised learning algorithms are techniques in the field of artificial intelligence 
that enable machines to learn from labeled data sets. There are many models used 
for different situations, with the following having shown effectiveness, especially in 
medical prediction capacities [8].

Decision tree algorithm. The decision tree (DT) algorithm is a method based on 
a model that aims to identify potential outcomes by evaluating probabilities. This 
approach offers a more structured understanding of the problem and provides the 
opportunity to arrive at a logical solution [9].

Random forest algorithm. This algorithm enables the creation of regression and 
classification tasks. It is considered part of ensemble learning algorithms because it 
allows smaller or less powerful models to combine resources and become more [8].

Naive bayes algorithm. This algorithm is designed to differentiate between dif-
ferent objects based on specific characteristics. It is a probabilistic model used in 
classification tasks based on Bayes’ theorem [10].

Support vector machine algorithms. This algorithm can achieve high accu-
racy on a large scale with minimal computational power. It operates by finding 
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the hyperplane within an N-dimensional space, where N represents the number of 
features, to effectively classify data points [11].

Gradient boosting algorithm. This algorithm can be used for both classification 
and regression tasks by combining various less powerful algorithms to achieve 
improved results. It works sequentially, aiming to create a structure that minimizes 
errors over multiple iterations [12].

3	 RELATED	WORKS

In the literature, numerous studies have been conducted on the topics of “risk 
factors” and “AI techniques” for detecting breast cancer. Three major risk factors for 
breast cancer have been identified, with race considered one of the most import-
ant indicators of risk for breast cancer [5], as well as being highly relevant for 
patients with breast cancer [13]. Age is also considered a high-risk factor, especially 
when considering the likelihood of successful treatment for diagnosed patients [5]. 
Interestingly, specific habits, such as night shift work, have been shown to signifi-
cantly contribute to the development of the disease and are also considered risk 
factors [13].

Across a sample of the literature, twelve artificial intelligence algorithms were 
identified for the diagnosis and prognosis of breast cancer. [6] developed a sys-
tem for diagnosing breast cancer using the SVM algorithm, achieving an accuracy 
of 99%, sensitivity of 98%, and specificity of 99%. In reference [14], the SV-NB-
3-meta classifier algorithm achieved a diagnostic accuracy of 98.07%. [15] The 
study combined ML algorithms with artificial neural networks (ANN) for breast 
cancer diagnosis and prognosis. The best algorithm combination was found to be 
SVM + logistic regression (LR) + NB + DT, achieving an unsampled accuracy result 
of 97.67% and an up-sampled accuracy result of 98.83%. [16] presented a compar-
ison of various ML classifiers, including DT, RF, LR, NB, K-nearest neighbors (KNN), 
and support vector machine (SVM), using the Wisconsin Prognosis Breast Cancer 
(WPB), Wisconsin Diagnosis Breast Cancer (WDB), and Wisconsin Breast Cancer 
and Mammographic Mass Dataset (WBM) datasets. The C-SVM algorithm with a 
radial basis function (RBF) kernel on the WDB dataset achieved the highest accu-
racy of 99.04%. In their study, [17] introduced a cloud-based framework for diag-
nosing breast cancer using the extreme learning machine (ELM) as the classifier. 
They achieved an accuracy of 98.68% with the WDB dataset. [18] aimed to enhance 
the accuracy of ML classification models for breast cancer prognosis by employ-
ing SVM, J48 (C4.5 DT algorithm), and multilayer perceptron (a feed-forward ANN) 
algorithms with the WDB dataset. The study found that the J48 algorithm achieved 
a Matthew’s correlation coefficient (MCC) of 0.974, a sensitivity of 98.95%, a spec-
ificity of 98.58%, a Kappa statistic of 0.9735, and the highest accuracy of 98.83%. 
[19] aimed to predict breast cancer recurrence using ML algorithms with the med-
ical records from King Abdullah University Hospital (KAUH). The study found that 
one algorithm achieved an accuracy of 90.14%. [20] utilized various classification 
methods, including NB, DT, LR, SVM, ANN, RF, and ML-based ontological models for 
breast cancer detection using the WDB dataset. The ML-based ontological model 
achieved the highest accuracy of 96.90%. [21] analyzed the use of ML algorithms 
to predict metastatic recurrence in early-stage breast cancer patients. They utilized 
data from patients at the Regional Oncology Center of Meknes with localized breast 
cancer and found that the SVM algorithm had the lowest error rate and achieved 
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the highest accuracy of 90.60%. [22] The researchers classified breast cancer tumors 
using numerical techniques based on image recognition software with the WDB 
dataset. They found that the ANN algorithm achieved the highest accuracy of 100%. 
[23] developed the stacked generalized ensemble (SGE) approach using the invasive 
ductal carcinoma dataset and compared it with other algorithms to classify invasive 
ductal carcinoma-positive and invasive ductal carcinoma-negative breast cancer. 
The best accuracy result of the SGE, using six learning models, was 87.80%. [24] 
proposed integrating multiple clinicopathological and genomic factors with dimen-
sionality reduction using ML algorithms such as gradient boosting (GB), RF, SVM, 
and ANN with the Molecular Taxonomy of Breast Cancer International Consortium 
(METABRIC) database. The RF and SVM algorithms both achieved an accuracy of 
72.0%. Finally, [25] conducted a study on the development of a breast cancer diag-
nosis system using genetic analysis with various ML algorithms. The study evalu-
ated and compared the performance of classification models using the Area under 
the ROC Curve (AUC) metric. When using the XGBoost algorithm, the AUC was 0.76, 
and it achieved an accuracy of 77.0%.

4	 PROPOSED	MODEL

This study aims to establish an efficient machine learning system that provides 
accurate recommendations for breast cancer patients. Figure 1 depicts the workflow 
for training in both diagnosis prediction (DP) and survival prediction (SP).

Fig. 1. Conceptual model of the proposed approach

After selecting the datasets, the data preprocessing phase involves performing 
data cleaning to eliminate inconsistencies in the selected datasets and defining train-
ing sets. ML algorithms are used for model training during the classification process. 
The results obtained predict the patient’s diagnosis as either benign or malignant. 
Finally, in the last phase, the results are presented along with the corresponding 
metrics for each training session.

4.1	 Dataset	selection

For this study, patient data from two public datasets will be used: the WBD [26] 
and the breast cancer gene expression profiles from the METABRIC database [27], 
collected by [28]. Specifically, the sets will consist of (i) data from 569 instances of 
breast cancer tumors with 30 features [26] and (ii) data from 1980 clinical records of 
breast cancer patients composed of 31 features [28]. Table 1 displays some features 
for each dataset.
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Table 1. Dataset 1 and dataset 2 features

Features Dataset 1 Features Dataset 2

radius patient_id

texture age_at_diagnosis

perimeter type_of_breast_surgery

area cancer_type

smoothness cancer_type_detailed

compactness cellularity

concavity chemotherapy

concave points pam50_+_claudin-low_subtype

symmetry cohort

fractal dimension er_status_measured_by_ihc

radius_mean er_status

texture_mean neoplasm_histologic_grade

perimeter_mean her2_status

area_mean hormone_therapy

smoothness_mean mutation_count

concavity_mean overall_survival_months

area_worst overall_survival

concavity_worst pr_status

smoothness_worst tumor_stage

4.2	 Data	preprocessing

Data preprocessing techniques are crucial for ensuring data quality and improv-
ing the performance of machine learning models [29]. In the data preprocessing 
phase of each training, the following processes were carried out: data cleaning [30], 
feature selection, and variable encoding to a numerical representation using the 
“map” function in Python. For example, to encode the “ERStatus” data type, which 
initially has the values ‘Negative’ and ‘Positive’, the function is applied to convert 
them into numerical variables such as ‘1’ and ‘0’.

4.3	 Classification	process

Figure 2 shows the training steps for predicting “diagnosis” in Python. Step 1 ini-
tiates model training by importing the function from “model_selection” that handles 
data splitting for testing and training. Next, variables are created: “X_train,” “X_test,” 
“y_train,” and “y_test,” to allocate 30% of the data for testing and the remainder for 
training. In step 2, the algorithm is invoked using the “ensemble” library. The vari-
able “rfc” is created to manage training and predictions. “model5” utilizes “X_train” 
and “y_train” with the “fit” function to enable the model to learn from the data. 
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The variable “prediction5” is responsible for making predictions using the trained 
model, while the variable “cm5” is used to create the confusion matrix, which dis-
plays the correct and incorrect predictions for each output. In step 3, the code cal-
culates the accuracy of the model. Finally, in step 4, the results are validated using 
real data. The variable “x_real_data” represents the authentic data and serves as the 
basis for the predicted outcome “prediction.”

Fig. 2. Steps for training the random forest model in Python

This process is used for all algorithms. Additionally, the same process is fol-
lowed for the training related to SP. For feature selection, a correlation matrix 
was generated to analyze and visualize the relationship of each column with 
the desired output. Jupyter is a tool that serves as a notebook for writing Python 
code and facilitates the management, processing, and training of data with 
machine learning models [31]. Figure 3 displays the Jupyter output, which offers 
a comprehensive overview of the essential model features. The correlation matrix 
enables analysis of the percentage of compatibility of each feature in the dataset 
with the “diagnosis” output.
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Fig. 3. Correlation matrix and WBC dataset features

Table 2 shows the six selected features from the WBC dataset for model training.

Table 2. Selected features for dataset 1

Features Description

texture_mean Standard deviation of grayscale values.

perimeter_mean Mean tumor size.

smoothness_mean Mean local variation of radius lengths.

concave points_mean Mean number of concave portions of the contour.

symmetry_mean Tumor symmetry

fractal_dimension_mean Coastline approximation

For the second SP training, the same methodology was used for feature selection. 
A correlation matrix was constructed to analyze the compatibility of each feature 
with the “OverallSurvivalStatus” output, with the aim of achieving accurate predic-
tion in the model. Table 3 shows the eleven selected features from the second dataset 
for model training.

Table 3. Selected features for dataset 2

Features Description

AgeAtDiagnosis Age of the patient at the date of diagnosis.

Cohort Groups of people who share similar characteristics.

ERStatus Cancer cells can be positive or negative for estrogen receptors.

NeoplasmHistologicGrade The determination of whether cancer cells appear aggressive or not is made based on pathological 
observation of their nature.

(Continued)
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Table 3. Selected features for dataset 2 (Continued)

Features Description
LymphNodesExaminedPositive During surgery, samples of the lymph nodes are taken and examined to determine if they are affected 

by cancer.

MutationCount Number of genes with relevant mutations.

NottinghamPrognosticIndex Prognosis after breast cancer surgery.

OncotreeCode Diagnosis of cancer type from a clinical perspective assigning a unique OncoTree code to each diagnosis.

PRStatus Cancer cells can be classified as positive or negative for progesterone receptors.

GeneClassifierSubtype Three-gene subtype classifier.

TumorStage Tumor status of the patient.

5	 RESULTS	AND	DISCUSSION

5.1	 Evaluation	metrics

After the classification process, the results are compared to the original datasets to 
generate four variables: “True Positives” (TP), “False Positives” (FP), “False Negatives” 
(FN), and “True Negatives” (TN). These variables will, in turn, be used to generate 
metrics for evaluating the models (refer to Table 4).

Table 4. Description of variables for dataset 1 and dataset 2

Variable Dataset 1 Dataset 2

TP There is a correctly classified malignant tumor The patient is correctly classified as a survivor

TN The benign tumor is correctly classified The patient’s non-survival is correctly classified

FP There is a malign tumor incorrectly classified The patient survives incorrectly classified

FN There is a benign tumor incorrectly classified The patient’s non-survival is incorrectly classified

These metrics are shown in equations (1), (2), (3), and (4).

   TPPrecision
TP FP

=
+

 (1)

   TPRecall
TP FN

=
+

 (2)

 Accuracy
TP TN

TP TN FP FN
�

�
� � �

 (3)

 F score
TP

TP FP FN
1

2

2
� ��

� �
 (4)

“Precision” allows us to measure the quality of a positive prediction. “Recall” is a 
metric that enables us to measure the proportional value of the total most relevant 
requests that were correctly retrieved. “Accuracy” allows us to measure the value of 
predictions that were classified correctly or accurately. Lastly, the “F1 Score” is a met-
ric that yields a value between 1 (perfect precision) and 0. It represents the harmonic 
mean of precision and recall for the trained instances.
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5.2	 Results	of	dataset	1	training

This study focused on gathering diverse metrics during the classification process, 
such as the confusion matrix, which offers a means to assess the performance of a 
classification problem and pinpoint error locations [32]. In Figure 4, the five confu-
sion matrices for each algorithm are shown: DT (Figure 4a), NB (Figure 4b), Gradient 
Boosting (GB) (Figure 4c), RF (Figure 4d), and SVM (Figure 4e). Table 5 presents a 
summary of the correct and incorrect predictions for each trained model.

d) e)

a) b) c)

Fig. 4. Confusion matrices for DT (a), NB (b), GB (c), RF (d), and SVM (e) for dataset 1

Table 5. Metrics of the confusion matrix for dataset 1

Algorithm Feature Correct 
Predictions

Incorrect 
Predictions Total

Decision tree 0 = ‘Benign’ 99 16 115

1 = ‘Malignant’ 5 51 56

Naive Bayes 0 = ‘Benign’ 99 16 115

1 = ‘Malignant’ 5 51 56

Gradient Boosting 0 = ‘Benign’ 109 6 115

1 = ‘Malignant’ 3 53 56

Random Forest 0 = ‘Benign’ 107 8 115

1 = ‘Malignant’ 5 51 56

SVM 0 = ‘Benign’ 102 13 115

1 = ‘Malignant’ 9 47 56

The area under the curve (AUC) metric (see Figure 5) evaluates the classification 
performance of the model using the receiver operating characteristic (ROC) curve. 
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A higher AUC value, closer to 1, indicates a more effective classifier. Results show 
that the NB algorithm was the most effective classifier with an AUC value of 0.99 (see 
Figure 5b), followed by GB, RF, and finally SVM with AUC values of 0.98, 0.98, and 
0.95, respectively. On the other hand, it is evident that the DT algorithm achieved the 
lowest AUC value with 0.89 (see Figure 5a).

a) b) c)

d) e)

Fig. 5. ROC curves of the DT algorithm (a), NB (b), GB (c), RF (d), and SVM (e) for the dataset 1

During the initial training of the DP, tests were carried out using various algo-
rithms to assess their respective evaluation metrics (see Table 6). Based on the 
confusion matrix, it was determined that the proposed model achieved the high-
est precision of 95% with NB, making it the preferred choice for diagnosing breast 
cancer within the proposed system.

Table 6. Results of metrics from the first training for dataset 1

Algorithm Feature Precision Recall F1 Score Accuracy

Decision tree 0 = ‘Benign’ 0.95 0.86 0.90
0.88

1 = ‘Malignant’ 0.76 0.91 0.83

Random Forest 0 = ‘Benign’ 0.96 0.93 0.95
0.93

1 = ‘Malignant’ 0.87 0.93 0.90

Naive Bayes 0 = ‘Benign’ 0.96 0.97 0.97
0.95

1 = ‘Malignant’ 0.94 0.91 0.93

SVM 0 = ‘Benign’ 0.92 0.89 0.90
0.87

1 = ‘Malignant’ 0.78 0.84 0.81

Gradient Boosting 0 = ‘Benign’ 0.97 0.95 0.96
0.95

1 = ‘Malignant’ 0.90 0.95 0.92

Most studies focus on diagnosing by considering the majority of the features 
from the WBC dataset [26]. Additionally, they also considered data such as “standard 
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error” and “worst” for each index, which has been shown to improve accuracy in 
the studies [14] [15] [17]. This study suggests using “mean” fields because they offer 
the average value of the data, providing more concise information to optimize the 
accuracy of inputs in constructing the expert system for our research.

5.3	 Results	of	dataset	2	training

Just as in the dynamic programming (DP) training, the same algorithms were 
used for the stochastic programming (SP) training. Figure 6 displays the confusion 
matrix for each of the trained models, and Table 7 presents a summary of the metrics 
for each trained model.

b) c)a)

d) e)

Fig. 6. Confusion matrices for DT (a), NB (b), GB (c), RF (d), and SVM (e) for dataset 2

Table 7. Metrics of the confusion matrix for dataset 2

Algorithm Feature Correct 
Predictions

Incorrect 
Predictions Total

Decision tree 0 = ‘LIVING’ 96 48 144

1 = ‘DECEASED’ 48 158 206

Naive Bayes 0 = ‘LIVING’ 120 24 144

1 = ‘DECEASED’ 74 132 206

Gradient Boosting 0 = ‘LIVING’ 104 40 144

1 = ‘DECEASED’ 44 162 206

Random Forest 0 = ‘LIVING’ 101 43 144

1 = ‘DECEASED’ 46 160 206

SVM 0 = ‘LIVING’ 103 41 144

1 = ‘DECEASED’ 45 161 206
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In Figure 6, the ROC curves display the AUC metrics for the SP training. The GB 
and SVM algorithms (see Figures 7c and 7e) exhibit the highest AUC value of 0.84. 
However, the second-highest value, although slightly lower, is achieved by the RF 
algorithm (see Figure 7d) with a score of 0.83, indicating that the models can effec-
tively differentiate between positive and negative classes. Results show that the DT 
model (see Figure 7a) and the NB model (see Figure 7b) displayed the lowest values, 
indicating that they may not be effective classifiers for stochastic programming.

a) b) c)

d) e)

Fig. 7. ROC curves of the DT algorithm (a), NB algorithm (b), GB algorithm (c), RF algorithm (d), and SVM algorithm (e) for the dataset 2

During the SP training, a model was developed using dataset 2. The model 
was trained with five different algorithms to identify the one that would yield 
the highest prediction accuracy based on the input values. Table 8 displays the 
results of the metrics for each algorithm. RF and GB achieved the best metrics, with 
76% accuracy.

Table 8. Metrics result from the second training for dataset 2

Algorithm Feature Precision Recall F1 Score Accuracy

Decision tree 0 = ‘LIVING’ 0.67 0.67 0.67
0.73

1 = ‘DECEASED’ 0.77 0.77 0.77

Random Forest 0 = ‘LIVING’ 0.71 0.71 0.71
0.76

1 = ‘DECEASED’ 0.80 0.80 0.80

Naive Bayes 0 = ‘LIVING’ 0.62 0.83 0.71
0.72

1 = ‘DECEASED’ 0.85 0.64 0.73

SVM 0 = ‘LIVING’ 0.70 0.72 0.71
0.75

1 = ‘DECEASED’ 0.80 0.78 0.78

Gradient Boosting 0 = ‘LIVING’ 0.70 0.72 0.71
0.76

1 = ‘DECEASED’ 0.80 0.79 0.79

https://online-journals.org/index.php/i-joe


iJOE | Vol. 20 No. 2 (2024) International Journal of Online and Biomedical Engineering (iJOE) 107

Machine Learning System for the Effective Diagnosis and Survival Prediction of Breast Cancer Patients

As a fundamental part of the study, the SP training considered two resulting 
values: ‘0’ indicating that the patient survives breast cancer, and ‘1’ indicating that 
the patient will not survive. This information is crucial for our system’s development. 
Thanks to dataset 2, we were able to develop a function that identifies patients with 
a higher survival rate based on the number of months lived by the patients and 
the variable indicating their status as alive or deceased. Therefore, based on the 
METABRIC database [27], [24] achieved an accuracy of less than 75% by selecting 
data for all fields complete and considering HER2 as a negative prognostic factor 
for their research. In this study, we considered specific and relevant clinical data, 
including the treatments administered to each patient, in order to develop a system 
capable of diagnosing and recommending treatments to medical specialists.

5.4	 Expert	system	construction

For the development of the expert system, we utilized the models that demon-
strated the best performance. In the case of tumor DP, we employed the NB algorithm. 
The RF algorithm was selected for patient SP to gain insight into treatments such 
as radiotherapy, chemotherapy, and hormonal therapy. In Figure 8, all the compo-
nents for the system development are presented, including the Flutter mobile frame-
work, AWS services, and PostgreSQL as the database. It includes the security layer, 
database, back-end, and the ML model training module.

Fig. 8. Physical architecture of the proposed system
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The expert system was validated by a group of 18 medical specialists who utilized 
the system demonstration and provided their feedback.

The validation process involved the following steps: (1) an in-person explanation 
of the system; (2) experts using the system on a mobile device; and (3) the creation 
of a survey. This experiment was conducted individually by each expert and lasted 
approximately 40 minutes.

For the system simulation, the following steps were followed:

•	 Experts were required to create an account to access the system.
•	 A medical institution and a test patient were added for the expert user.
•	 The main functionalities of the system (tumor diagnosis and treatment 

recommendation) were simulated using the test data provided.

The survey was conducted according to the criteria outlined in the ISO/IEC 25000 
standard [33], which encompass functionality, performance, usability, reliability, 
efficiency, and maintainability. This study was conducted using Google Forms, which 
included five closed-ended questions. A Likert scale was applied to 2 of the questions 
(0 = very bad, 1 = bad, 2 = normal, 3 = good, 4 = very good), and 1 open-ended ques-
tion was included. Table 9 presents the survey questions, question types, and their 
categorization according to quality characteristics.

Table 9. Survey developed for experts

ID Question Class Features

Q1 After using HealthApp, what was the level 
of response from the application to the 
query made?

Closed 
(Multiple-choice)

Performance

Q2 Did you find the application very easy to use? Closed (dichotomous) Usability

Q3 How would you evaluate your satisfaction with 
the HealthApp application?

Closed 
(Mul-tiple-choice)

Reliability

Q4 Would you recommend this application? Closed (dichotomous)

Q5 Do you think HealthApp helps specialists make 
decisions regarding treatment recommendations 
for breast cancer patients?

Closed (dichotomous) Efficiency

Q6 From your experience, what would you improve 
in the HealthApp application?

Open Maintainability

Regarding the “performance” (Q1) and “reliability” (Q3) of the system, an aver-
age rating of 3.0 was obtained. This indicates that the application has a “good” level 
of response to queries (see Figure 9), and the doctors are satisfied with its use (see 
Figure 10). Additionally, 100% of the doctors indicated that they would recommend 
the system (see Figure 11b).
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Fig. 9. Results of the questionnaire “Performance” (Q1)

Fig. 10. Results of the questionnaire “Reliability” (Q3)

Regarding the “usability” (Q2) of the system, it was found that 89% of the doctors 
indicated that the application is easy to use (see Figure 11a). As for “efficiency” (Q5), 
100% of the doctors stated that the proposed system would greatly help in making 
decisions regarding treatment recommendations for their patients (see Figure 11c). 
Lastly, concerning “maintainability” (Q6), the doctors offered their recommenda-
tions for system improvements, including modifying the UI, optimizing the flow of 
functionalities, and adding more features to enhance the diagnosis.
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a) b) c)

Fig. 11. Results of the questionnaire Q2 (a), Q4 (b), Q5 (c)

6	 CONCLUSIONS

In this study, we propose to develop a system for medical experts to predict 
breast cancer tumor diagnosis and patient survival using machine learning algo-
rithms. Two datasets were created using the publicly available Wisconsin Breast 
Cancer Dataset Diagnostic and the Breast Cancer Gene Expression Profiles from the 
METABRIC database. These datasets were trained using five different ML algorithms: 
DT, NB, GB, RF, and SVM. Each training process involved tuning the hyperparame-
ters to achieve optimal results. Evaluation of each model was conducted using met-
rics such as precision, recall, accuracy, and F1-score. The NB model achieved the 
highest precision and a balanced performance in terms of both precision and recall 
for predicting tumor diagnosis. The RF model showed higher precision in predict-
ing patient survival. A system utilizing the NB model for tumor diagnosis and the 
RF model for patient survival was developed and validated through a survey con-
ducted among medical specialists. The survey aimed to gather their perceptions of 
the system’s characteristics, including performance, usability, reliability, efficiency, 
and maintainability.
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