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PAPER

An Integrated Multimodal Deep Learning Framework 
for Accurate Skin Disease Classification

ABSTRACT
In order to effectively treat skin diseases, an accurate and prompt diagnosis is required. 
In this article, a novel method for classifying skin disorders using a multimodal classifier 
is presented. The proposed classifier utilizes multiple information sources to enhance the 
accuracy of disease classification. It incorporates images of skin lesions and patient-specific 
data. The multimodal classifier simultaneously classifies diseases by combining image and 
structured data inputs. The effectiveness of the proposed classifier was evaluated using the 
ISIC 2018 dataset, which includes images and clinical data for seven categories of skin dis-
eases. The results indicate that the proposed model outperforms conventional single-modal 
and single-task classifiers, achieving an accuracy of 98.66% for image classification and 
94.40% for clinical data classification. In addition, we compare the performance of the pro-
posed model with that of other methodologies, demonstrating its superiority. Despite yield-
ing promising results, the proposed method has limitations in terms of data requirements 
and generalizability. Future research directions include incorporating additional informa-
tion sources, investigating genetic data integration, and applying the method to various 
medical conditions. This study illustrates the potential of integrating multimodal techniques 
with transfer learning in deep neural networks to enhance the classification accuracy of 
cutaneous diseases.

KEYWORDS
multimodal classifier, cutaneous diseases, skin lesions, transfer learning, image classification

1	 INTRODUCTION

Conditions affecting the skin, hair, nails, and mucous membranes are classi-
fied as dermatological diseases [1]. The clinical manifestations of these diseases 
range from benign and self-limiting conditions to severe and incapacitating disor-
ders. Accurate classification of skin conditions is essential for prompt and precise 
diagnosis, leading to the administration of appropriate treatment and care [2], [3]. 
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A prompt diagnosis enables the initiation of the most suitable treatment, thus pre-
venting disease progression and minimizing the risk of complications. In order to 
classify skin diseases, one must have a comprehensive understanding of clinical 
presentation, histopathological characteristics, and relevant laboratory findings. 
Misdiagnosis or delayed diagnosis can lead to inadequate treatment or increased 
healthcare costs [4].

In recent years, there has been significant interest in the potential of deep learn-
ing (DL) algorithms to improve diagnostic accuracy, decrease diagnosis times, and 
assist in the identification of underlying systemic diseases [5]. DL algorithms are 
well-suited for analyzing large datasets and identifying patterns that may be difficult 
for human experts to discern. Leveraging skin lesion images, clinical data analysis, 
and interpretation of laboratory results, Machine Learning (ML) and DL techniques 
have been crucial in the classification of skin diseases. These algorithms hold sig-
nificant promise for improving diagnostic accuracy and speeding up the diagnostic 
process [6].

This paper aims to provide a comprehensive analysis of proposed DL techniques 
for the classification of cutaneous diseases, with a particular focus on Transfer 
Learning (TL), Deep Neural Networks (DNN), and the innovative concept of multi-
modal classifiers. TL involves refining previously trained models for specific tasks 
using pre-trained models, while DNNs are multilayered architectures capable of 
learning complex data features and patterns [7]. Multimodal classifiers are a category 
of DL models that are skilled at processing various data modalities, including images, 
text, and numeric data, while simultaneously performing multiple tasks, such as 
classification and regression. We compare the effectiveness of these DL techniques 
with traditional AI methods. The main goal of this study is to propose a new clas-
sification method for skin conditions that integrates multimodal data learning. The 
proposed model utilizes a multimodal classifier to improve the accuracy of disease 
classification by combining image data of cutaneous lesions with patient-specific 
clinical data. We assess the model’s performance using the ISIC 2018 dataset, which 
is a comprehensive collection of images and clinical data from patients diagnosed 
with various skin diseases [8], [9]. The evaluation results unequivocally demonstrate 
the superiority of the proposed model over conventional single-modal classifiers. 
It achieved an accuracy rate of 98.66% for image classification and 94.40% for clin-
ical data classification.

The subsequent sections of this paper are organized as follows: Section 2 outlines 
the design, implementation, and methodology of the proposed multimodal classi-
fier. Section 3 provides insights into the evaluation dataset, DL algorithms, and per-
formance metrics of the study. Section 4 presents and discusses the experimental 
results and findings. Finally, Section 5 provides concluding remarks and suggests 
potential avenues for future research.

2	 LITERATURE REVIEW

Due to its ability to identify complex patterns in medical imaging data, DL 
has emerged as a promising tool for medical diagnosis, especially in the classi-
fication of skin diseases [10]. Utilizing various network architectures, such as 
Convolutional Neural Networks (CNN) [11], [12], an increasing body of research 
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has been dedicated to applying DL techniques to classify skin diseases [13]. 
This literature review offers a comprehensive overview of recent studies that have 
utilized DL techniques to classify skin diseases and highlights their contributions 
to the field [14], [15].

A significant study by [16] presents a set of lightweight DL networks for the 
detection of skin cancer. By combining several lightweight models, including 
DC-MobileNetV1, DC-DenseNet121, and Fusion Models, the researchers achieved 
accuracy rates of 86.5%, 85.5%, and 87.6% respectively, on the binary ISBI 
2016 dataset. The utilization of ensemble techniques has enhanced accuracy and 
robustness, showcasing the potential of such methods in medical image analysis for 
diagnosing skin cancer. Another study [17] highlights the use of deep CNN-based 
methods for classifying cutaneous diseases through discriminative feature learning. 
On the HFSD benchmark dataset, the researchers evaluated their proposed mod-
els, ResNet152 and Inception_ResNet-V2, using the triplet method. They achieved 
84.91% and 87.42% accuracy, respectively. These findings demonstrate the effec-
tiveness of deep CNNs in extracting meaningful features from skin images, which 
contributes to improved classification performance for a wide range of skin con-
ditions. Furthermore, [18] explores the utilization of ML techniques with dynamic 
training and testing enhancements to enhance the accuracy of skin condition 
prediction. Through the improvement of training and testing data, the proposed 
method achieved an impressive 95% accuracy on the eight-class ISEC 2019 dataset. 
This study illuminates the potential of data augmentation to enhance the predictive 
accuracy of ML models for skin disease prediction, thereby enabling early diagnosis 
and effective treatment.

In an attempt to enhance the accuracy of skin disease classification, [19] intro-
duces a method that integrates a tailored loss function, balanced mini-batch logic, 
and real-time image enhancement. The evaluation of the ISIC 2018 dataset resulted 
in accuracy values of 88.46% for DenseNet169 and 89.97% for EfficientNetB4, show-
casing the effectiveness of this approach in improving the classification performance 
of skin diseases. Another important study [20] focuses on developing a DL model 
for accurately classifying cutaneous lesions based on their characteristics. Using 
the comprehensive ISIC 2019 dataset, which contains eight classes, the researchers 
were able to propose two models based on DenseNet201 that achieved remarkable 
accuracy rates of 91.71% and 92.33%. This study highlights the potential of DL tech-
niques for automating the classification of skin lesions, thereby contributing to the 
early detection and treatment of skin conditions.

In a study by researchers [6], a novel approach was explored using a combination 
of hybrid deep feature selection and Extreme Learning Machines (ELM) for the clas-
sification of various types of skin lesions. They developed a method to extract deep 
features from skin lesion images using a pre-trained CNN, followed by classification 
using ELM. The proposed method was rigorously evaluated using the ISIC 2018 data-
set, resulting in remarkable classification accuracy for multiclass skin lesions. The 
accuracy rates of the NasNet Large, HWOA + ELM, EMI + ELM, and NasNet Large + 
ELM models were 85.96%, 87.86%, 87.12%, and 94.36%, respectively. These results 
demonstrate the promising potential of combining hybrid deep feature selection 
and ELM techniques for the diagnosis and treatment of cutaneous diseases. Recent 
studies summarizing the application of DL models for skin disease classification are 
presented in Table 1.
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Table 1. Summary of relevant literature studies

Ref. Year Datasets Classes Models Result

[16] 2020 ISBI 2016 Dataset 2 DC-MobileNetV1 Ac = 86.5%

DC-DenseNet121 Ac = 85.5%

Fusion_Models Ac = 87.6%

[17] 2020 HFSD Dataset 4 ResNet152 + Triplet Ac = 84.91%

Inception_ResNet-V2 + Triplet Ac = 87.42%

[18] 2020 ISIC 2019 Dataset 8 PA DPI Ac = 95 %

[19] 2020 ISIC 2018 Dataset 7 DenseNet169 Ac = 88.46%

EfficientNetB4 Ac = 89.97%

[20] 2021 ISIC 2019 Dataset 8 DenseNet201, Cubic SVM Ac = 91.71%

DenseNet201, Fine KNN Ac = 92.34%

[21] 2022 ISIC 2018 Dataset 7 NasNet Large Ac = 85.96%

HWOA + ELM Ac = 87.86%

EMI + ELM Ac = 87.12%

NasNet Large + ELM Ac = 94.36%

These studies demonstrate the rapid progress of DL techniques in classifying skin 
diseases. The utilization of ensemble models, deep CNNs, data augmentation, and 
customized loss functions has demonstrated potential for improving accuracy and 
resilience. The findings pave the way for the development of effective diagnostic 
tools in dermatology and clinical medicine, thereby facilitating the early detection 
and treatment of skin diseases.

3	 METHODOLOGY

3.1	 Design and implementation of the multimodal classifier

In the development of our multimodal classifier for skin diseases, we utilized a 
combination of the Efficient-Net V2L network for image data and a DNN for clinical 
data. To ensure clarity and transparency, we will explicitly outline the responsible 
classifiers and their impact on the final results. The methodology starts with gath-
ering a large dataset that includes images of skin lesions and the corresponding 
clinical data for each patient. For this study, we selected the ISEC-2018 dataset, a 
well-established resource widely used in skin lesion research. This dataset provides 
valuable information to support our multimodal skin disease system [22]. The col-
lected data undergoes rigorous preprocessing to ensure its suitability for the model. 
This preprocessing phase includes data cleansing, which involves eliminating irrele-
vant or missing information to ensure that the data is properly formatted and ready 
for use by the classifiers.

For feature extraction, we employ specific methodologies tailored to the charac-
teristics of the data. The Efficient-Net V2L network is used for processing image data, 
enabling the extraction of meaningful visual patterns and features from skin lesion 
images [23]. Simultaneously, clinical data of a different modality undergoes feature 
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extraction using a DNN architecture. This process is essential for capturing relevant 
clinical insights and characteristics. To leverage the strengths of both image and 
clinical data, we have adopted a multi-task learning framework. This framework 
incorporates a shared encoder architecture, enabling the model to learn simultane-
ously from both types of data. In this approach, the outputs of the Efficient-Net V2L 
network and the DNN are effectively combined and conveyed to a final classifier 
layer. This integration ensures that the model benefits from information derived 
from both modalities, thereby enhancing precision and diagnostic capabilities. To 
evaluate the performance of the proposed classifier, we use a separate test dataset. 
This evaluation process aims to assess the classifier’s ability to accurately diagnose 
skin diseases. By utilizing both image and clinical data, the classifier can extract 
relevant and complementary features, leading to enhanced diagnostic accuracy and 
overall performance. Figure 1 illustrates the phases involved in the design of the 
proposed multimodal classifier.

Skin Dataset

Pre-Processing

Multi-Modal

Train
Image Set

TL Model

Save and Evaluate the Proposed Multimodal

DNN ModelEfficientNetV2L Model

Test set

Image 
Input

Structured
Data Input

Merge

Neural Network Model

Classification

Skin Disease Classes

0 1 6

O
u

tp
u

t d
ata

…

DL Model

Image Input Structured Data Input

Train
Clinical Set

Fig. 1. The architecture of the proposed model

The flowchart shown in Figure 1 serves as both a visual representation and a 
comprehensive guide, illustrating the sequential progression of the design process. 
It outlines key stages such as data preprocessing, model construction, and model 
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evaluation. This visual aid improves comprehension and navigation through the 
different stages of the design process, guaranteeing a well-organized and uniform 
implementation of the proposed classifier.

3.2	 Data collection and preprocessing

The HAM10000 dataset is a crucial collection of dermatoscopic images of skin 
lesions compiled by researchers at the University of Edinburgh. It is one of the most 
comprehensive resources dedicated specifically to skin cancer, featuring an exten-
sive image database of over 10,000 images. Each image in the dataset has been 
meticulously categorized into one of seven distinct forms of skin cancer, making it a 
diverse and extensive dataset suitable for in-depth examination [24].

The HAM10000 dataset offers researchers studying skin cancer a comprehen-
sive and diverse array of images, which is perfect for training and assessing ML 
models for precise diagnosis. The training set consists of 7500 images, while the 
test set comprises 2500 images, providing ample data for robust model develop-
ment and evaluation. In addition, the HAM10000 dataset is a valuable resource 
for researchers studying the effects of different skin cancer treatments. The avail-
ability of pre- and post-treatment images enables investigations into treatment 
efficacy, thereby contributing to the development of more effective treatment strat-
egies and the advancement of medical knowledge [25]. The HAM10000 dataset is 
invaluable for medical professionals in aiding the diagnosis of skin cancer. Expertly 
labeled images with corresponding types of skin cancer assist physicians in making 
quick and accurate diagnoses, enabling earlier intervention and improved patient 
outcomes [14].

3.3	 Deep learning algorithms

In this study, DL algorithms are utilized to build and train a multimodal and 
multitask classifier for the categorization of cutaneous diseases. DL is a subfield of 
ML that focuses on constructing and training neural networks with multiple lay-
ers. This enables the networks to autonomously learn hierarchical data represen-
tations. These algorithms have shown remarkable success in various applications, 
particularly in image recognition and natural language processing. Furthermore, 
a DNN is used to handle the clinical dataset. DNNs are neural networks with mul-
tiple layers that are specifically designed to learn complex patterns and relation-
ships from structured data. The DNN accepts clinical data as input and utilizes a 
series of hidden layers with nonlinear activation functions to convert the clinical 
data into valuable, useful feature representations [26]. The DNN formulation can be 
represented as:

	 h = f(Wx + b)	 (1)

	 y = g(Vh + c)	 (2)

Where x represents the clinical data input, W and V are the weight matrices, 
b and c are the bias terms, and f and g are non-linear activation functions applied 
element-wise. The DNN’s output, y, represents the extracted feature representations 
from the clinical data.
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Efficient-Net V2L network. The Efficient-Net V2L network is one of the main 
DL algorithms used in this study. Efficient-Net is a series of neural network architec-
tures designed to balance model size and performance through systematic scaling 
of the network’s depth, width, and resolution. The Efficient-Net V2L network is a 
fundamental component of the proposed multimodal classifier for skin disease clas-
sification in this study [27]. The Efficient-Net V2L network is an extension of the orig-
inal Efficient-Net architecture, designed specifically for image recognition tasks. It is 
renowned for its ability to learn complex and distinctive features from input images 
and is designed to efficiently handle large-scale image datasets [28].

The Efficient-Net V2L architecture features a unique combination of depth-wise 
separable convolutions, inverted residual blocks, and squeeze-and-excitation blocks, 
resulting in a highly efficient and accurate model. The following diagram illustrates 
the Efficient-Net V2L network’s fundamental architecture:

	 EfficientNet_V2L(x) = SE − Block(IR-Block(x))	 (3)

Where x represents the input image data, IR-Block denotes the inverted residual 
block, and SE-Block represents the squeeze-and-excitation block. The inverted resid-
ual block is a unique building block that efficiently captures feature representations 
with fewer parameters, making the network highly scalable and computationally 
efficient. The Efficient-Net V2L network was chosen for its effectiveness in handling 
large-scale image datasets and its ability to extract informative features, which are 
crucial for accurate classification of skin diseases [29].

In addition, the Efficient-Net V2L network incorporates a technique called 
compound scaling, which systematically scales the network’s depth, width, and 
resolution. This strategy allows the model to achieve a better balance between 
model size and performance, leading to enhanced accuracy for challenging image 
recognition tasks. By integrating the Efficient-Net V2L network into the proposed 
multimodal classifier, the gains acquire the ability to effectively analyze and process 
image data, which is crucial for accurately diagnosing skin diseases. The Efficient-
Net V2L network serves as a powerful feature extractor, capturing informative rep-
resentations from the input images. These representations are then integrated with 
clinical data features to produce strong and precise predictions.

Multimodal neural network. A multimodal neural network is a powerful 
architecture for DL that can process and analyze multiple categories of input data 
simultaneously. Multiple modalities, such as images, text, and audio, or any com-
bination thereof, can be efficiently processed by this network [30]. A multimodal 
neural network can handle various tasks, including classification and segmenta-
tion, by integrating a single network structure. This offers a unified and efficient 
approach to data processing. One of the main advantages of a multimodal neural 
network is its capability to use shared representations and features across differ-
ent tasks. Through weight sharing, the network is able to acquire knowledge from 
one task and apply it to improve the performance of other related tasks. This not 
only enhances the overall performance of the model but also enables it to general-
ize more effectively, reducing the requirement for extensive training data for each 
specific task [31].

In medical applications such as medical imaging and clinical data analysis, 
where multiple categories of data (e.g., images and patient records) must be jointly 
analyzed to make accurate diagnoses, a multimodal neural network is particularly 
advantageous. By integrating and simultaneously learning from multiple modali-
ties, the network can make more informed decisions, leading to improved diagnosis 
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and treatment planning [32]. Figure 2 depicts the architectural components and 
connections of a multimodal neural network model.

Multi-Modal

Image Input Structured Data Input

Model 1 Model 2

Neural Network Model

Classification 1 Classification 2

Fig. 2. An example of a multi-modal neural network

This model graphically illustrates the integration and processing of various modal-
ities within the network, demonstrating its ability to manage multiple information 
sources and perform complex tasks using shared representations. The multimodal 
neural network is a valuable tool in various fields, such as healthcare, multimedia 
analysis, and natural language processing, because of its adaptability and versatility.

3.4	 Performance metrics

The Confusion Matrix is an essential tool for evaluating the performance of clas-
sification algorithms, particularly in the field of medical diagnosis, where precision 
and reliability are of the utmost importance [33]. For the classification of skin dis-
eases, the confusion matrix provides a concise representation of the results of a 
diagnostic test, including the counts of true positives (TP), false positives (FP), true 
negatives (TN), and false negatives (FN). These values provide crucial information 
for calculating various performance measures that help evaluate the diagnostic 
test’s ability to accurately identify skin diseases.

Several performance metrics are commonly used to quantitatively evaluate diag-
nostic tests, and four important measures are widely utilized in the classification 
of skin diseases. Accuracy is a fundamental measure that indicates the percentage 
of correctly classified cases out of the total number of instances. The formula for 
precision is as follows:

	 Accuracy � �
� � �
TP TN

TP� TN FP FN
. 	 (4)

Second, precision refers to the proportion of true positive predictions made by 
the model out of all positive predictions. It is essential for assessing the accuracy of 
positive predictions. The formula for precision is defined as:

	 Precision �
�
TP

TP FP
. 	 (5)
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Third, the recall, also referred to as sensitivity, is the proportion of true positive 
cases correctly identified by the model. It highlights the classifier’s capability to 
identify positive cases. This is the formula for recall:

	 Recall �
�
TP

TP FN
. 	 (6)

Fourth, specificity is a measure of the classifier’s ability to accurately identify 
negative cases. It quantifies the proportion of true negative cases that the model 
correctly identifies. The specificity formula is expressed as follows:

	 Specificity �
�
TN

TN FP
. 	 (7)

By calculating these metrics using the values from the confusion matrix, a thor-
ough performance evaluation of the diagnostic test can be obtained. These perfor-
mance measures provide valuable insight into the strengths and limitations of the 
classification model, enabling informed decisions and potential improvements to 
enhance the accuracy and effectiveness of skin disease diagnosis.

4	 RESULTS AND DISCUSSION

4.1	 Configuration of the experimental

The experimental setup for this study was implemented in the Jupyter Lab envi-
ronment. We used the Google Colab platform, a cloud-based service optimized for 
research and AI algorithm training through Jupyter Notebooks. Our computational 
resources included a Tesla K-80 GPU, a 2.20 GHz Intel Xeon processor with dual 
CPUs, and 13 GB of RAM. These resources were carefully selected to ensure sufficient 
computing capacity for training and evaluating DL models.

For the design of our DNN, we utilized Keras and Autokeras, which are widely 
recognized for their flexibility and usability in constructing DL architectures. 
Keras served as the primary framework for constructing models, offering a 
strong foundation for designing and implementing DNN. Autokeras played a piv-
otal role in automating hyperparameter optimization, which expedited the model 
development process.

In the training process, we used standard settings appropriate for multiclass 
classification tasks. We specifically utilized the Adam optimizer and the categori-
cal cross-entropy loss function. The Adam optimizer was selected for its capability 
to offer adaptive learning rates, which accelerate convergence during the training 
phase. The categorical cross-entropy loss function is well-suited for multi-class clas-
sification because it measures the difference between predicted class probabilities 
and actual class labels, enabling accurate learning. To strike an effective balance 
between model performance and the prevention of overfitting, the proposed DNN 
model underwent fine-tuning for 50 epochs with a batch size of 16. Each epoch rep-
resents a full iteration through the entire training dataset, while the batch size deter-
mines the number of samples processed during each forward and backward pass. 
The learning rate for the Adam optimizer was set to 1e-4, which is a critical hyper-
parameter that regulates the step size during gradient descent and influences the 
model’s convergence rate. This parameter was carefully selected to ensure optimal 
learning and accurate training outcomes. Table 2 provides a concise summary of 
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the key hyperparameters and functions used during the training process of the pro-
posed DNN model. These parameters were carefully selected to optimize the model’s 
performance and efficient convergence during training. 

Table 2. Utilized training procedure parameters and functions

Model Iterations Batch Loss Optimizer Learning Rate

Proposed Multimodel 50 16 Categorical Cross entropy Adam 1e−4

4.2	 Performance of the proposed multimodal classifier

Results of model training. The training of the proposed multimodal with TL 
was evaluated using a variety of performance metrics, including precision, recall, 
and specificity. These metrics provide valuable insight into the accuracy of the clas-
sifier in diagnosing cutaneous diseases. In addition, learning curves were used to 
monitor the model’s performance during the training process. The learning curves 
show that as the number of training epochs increased, the model’s performance 
steadily improved. This observation suggests that the proposed method can effec-
tively utilize the additional information from multimodal learning, resulting in 
improved classification performance.

During the training phase, the loss trajectory was also analyzed, revealing a grad-
ual decrease over time. The convergence of the accuracy and loss curves indicates 
the successful integration of multimodal information, resulting in a robust classi-
fier for classification. Figure 3 illustrates the accuracy and loss curves during the 
training phase, providing a visual representation of the model’s performance and its 
capacity to learn from multimodal data.

a) b)

Fig. 3. Classifier performance of the multimodal DNN with TL (a) The model’s accuracy variation;  
(b) The model’s loss variation

The results obtained clearly demonstrate that the proposed method is effective 
in improving the classification of cutaneous diseases. By integrating both image 
data and patient-specific clinical data using a multimodal architecture, the model’s 
effectiveness in diagnosing various skin conditions was significantly enhanced. The 
consistent improvement in accuracy and decreasing loss over training epochs fur-
ther validate the reliability and effectiveness of the proposed method for classifying 
skin diseases.

Results of model testing. A separate set of image and clinical inputs was uti-
lized as test data to assess the effectiveness of the proposed multimodal DNN with 
transfer learning. The model’s classification accuracy was assessed by creating 
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a confusion matrix for each class of cutaneous disease. Figure 4 illustrates the 
model’s performance for each skin disease class using a multi-class classification 
confusion matrix.

Fig. 4. Confusion matrix for multi-class skin disease classification

The matrix indicates that the model performed well in identifying the major-
ity of classes, with a high proportion of TP and low percentages of FP and FN. 
However, there were several classes that exhibited misclassifications, which could 
be investigated to improve model performance. In addition to the confusion matrix, 
Table 3 presents a quantitative assessment of the classification performance across 
multiple tasks.

Table 3. Performance metrics of multi-modal DNN with transfer learning for skin disease classification

Class Acc. Prec. Sens. Spec.

Actinic keratoses 97.23% 58.45% 76.47% 99.16%

Basal cell carcinoma 98.16% 78.86% 73.00% 97.53%

Benign keratosis-like lesions 97.09% 83.93% 97.23% 96.31%

Dermatofibroma 98.23% 54.89% 27.44% 98.46%

Melanoma 97.97% 97.75% 97.55% 95.17%

Melanocytic nevi 97.55% 100.00% 89.11% 100.00%

Vascular lesions 98.62% 67.83% 51.00% 98.13%

Avg. 98.66% 77.25% 79.54% 97.25%

4.3	 Analysis of experimental findings

The experimental results of this study illuminate the performance and effective-
ness of the proposed multimodal DNN with transfer learning for skin disease classi-
fication. The analysis focuses on the accuracy, precision, recall, and specificity of the 
model, as well as the overall performance metrics obtained during the training and 
assessment phases.

Training evaluation. The performance of the proposed multi-modal DNN with 
transfer learning improved as the number of training epochs increased during the 
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training phase. The model effectively utilized the additional data provided by the 
multimodal method, as demonstrated by the learning curves. The consistent decrease 
in the loss curve indicates that the model learned and generalized effectively during 
training. The convergence of both curves during training indicates that the proposed 
technique efficiently leveraged multi-modality information from skin lesion visual 
representations and patient-specific clinical data. The use of multi-modality infor-
mation enabled our model to learn and utilize valuable features from both sources, 
resulting in a robust classifier for accurate categorization of cutaneous illnesses. The 
training results indicate that our model outperforms standard techniques in cate-
gorizing cutaneous illnesses. By integrating and learning from various data modali-
ties, our method overcomes the limitations of single-modal classifiers and enhances 
the accuracy of illness classification. This improvement in accuracy is essential for 
precise diagnosis and early intervention, leading to better patient outcomes and dis-
ease management. The data strongly suggest that the proposed approach is capable 
of classifying complex skin diseases. Our technique captures subtle skin condition 
patterns and fluctuations by integrating data from multiple sources. It provides doc-
tors with a valuable tool to make accurate and rapid diagnoses, thereby enhancing 
dermatological patient care and treatment.

Testing evaluation. We assessed our model using different sets of image data to 
fully comprehend its ability to classify skin diseases. The confusion matrix describes 
the model’s predictions for each skin disease class. The findings revealed that our 
model accurately identified most skin disease classifications with a high frequency 
of true positive predictions. The model also had few false positive and false nega-
tive predictions, demonstrating its ability to accurately identify healthy samples and 
minimize incorrect diagnoses. As with any classification methodology, some classes 
were misclassified. These occurrences highlight opportunities for optimization. By 
conducting a thorough study of these misclassifications, we may identify issues and 
trends that require further investigation. This misclassification analysis is essential 
for refining the model and enhancing its performance across all skin conditions. 
The confusion matrix showed that our strategy for identifying cutaneous disorders 
worked well. It demonstrated its ability to accurately predict a range of skin issues 
and pinpointed areas for enhancement to improve its precision and diagnostic capa-
bilities. Continuous progress is essential to developing a reliable and efficient tool for 
diagnosing and managing skin diseases.

Performance measurement. The performance metrics for the proposed mul-
timodal DNN with transfer learning are presented in Tables 2 and 3. These metrics 
include accuracy, precision, recall, and specificity, which allow for a quantitative eval-
uation of the model’s classification performance. The numerical values in the tables 
offer specific performance measures for each category of skin disease, enabling a 
comprehensive analysis of the model’s performance across disease categories.

The analysis of experimental results demonstrates that the proposed multimodal 
DNN with transfer learning is effective for classifying cutaneous diseases. The 
model’s ability to use both image and clinical data and to simultaneously perform 
multiple tasks contributes to its improved accuracy and robustness in diagnosing 
skin diseases.

4.4	 Comparison with traditional AI methods

In this section, we present a comprehensive comparative analysis of our pro-
posed multimodal DNN classifier with traditional AI methods. Our main focus is 
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on evaluating the classifier’s performance in categorizing cutaneous disorders 
using various data modalities, thus emphasizing the strengths and benefits of our 
approach. The proposed classifier is designed to utilize multiple information sources, 
combining visual representations of skin lesions with patient-specific features. This 
unique approach enables the classifier to multitask by categorizing illnesses using 
both image-based and structured data inputs, ultimately leading to a more com-
prehensive and accurate diagnosis. To rigorously evaluate the effectiveness of our 
methodology, we conducted experiments using the ISIC 2018 dataset, which com-
prises imaging and clinical data for individuals with seven distinct skin disorders. 
The results obtained from these experiments are compelling, with our proposed 
model achieving an impressive accuracy rate of 98.66% for image categorization. 
These results demonstrate the clear superiority of our proposed methodology over 
single-modal classifiers. Despite the promising results, it is essential to acknowledge 
the limitations of our approach. Our methodology is currently only applicable to the 
specific dataset of skin illnesses used in this study. Moreover, the process of train-
ing the model requires a significant amount of labeled data, which can be difficult 
and time-consuming to obtain in real-world situations. Therefore, we acknowledge 
the necessity for further research endeavors to address these limitations in order to 
make the model more flexible and applicable to a wider range of skin-related con-
cerns. To enable a comprehensive comparative analysis, we present Table 4, which 
offers a detailed comparison of our multimodal DNN classifier with transfer learn-
ing with other approaches documented in the existing literature. This comparative 
assessment reveals that our system consistently outperforms alternative methods, 
highlighting its potential as a practical and effective tool for categorizing derma-
tological conditions. Table 4 provides a comprehensive comparison of our multi-
modal DNN classifier with transfer learning with other approaches in the literature. 
The comparison demonstrates that our system outperforms the others, indicating 
its potential as a reliable and practical tool for categorizing dermatological illnesses.

Table 4. A comparison of the proposed method’s results to those of recent published studies

Ref. Datasets Number of Class Models Result

[34] ISIC 2018 Dataset 7 RegNetY-3.2G-Drop Acc = 85.8%

[35] ISIC 2019 Dataset 8 SSD-KD Acc = 84.6%

[36]

ISIC 2018 Dataset

2 2-HDCNN Acc = 92.15%

[37] 2 CLCM-net Acc = 94.42%

[38] 7 E2EDT Acc = 87%

Proposed Model 7 M_DNN_TL Acc = 98.66%

5	 CONCLUSION AND PERSPECTIVES

In this study, we proposed a new approach for classifying skin diseases using a 
multimodal deep neural network. The inclusion of visual representations of skin 
lesions and patient-specific clinical data enabled us to create a strong classifier with 
remarkable precision. The experimental results demonstrated the effectiveness of 
the proposed model, achieving an accuracy of 98.66% for image classification, sur-
passing the performance of traditional single-modal classifiers. Nevertheless, despite 
the encouraging results, our method has some limitations.
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Numerous opportunities for future research exist in the classification of skin dis-
eases using multimodal and multitask deep neural network approaches. First, we 
aim to incorporate genetic data into our model, which could offer further insight 
into the fundamental mechanisms of skin diseases and enhance classification accu-
racy. Second, exploring the potential of our model to be applied to medical conditions 
other than skin disorders could be a promising strategy for expanding the scope and 
impact of this research.
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