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PAPER

An Adaptable Model for Medical Image Classification 
Using the Streamlined Attention Mechanism

ABSTRACT
The resurgence of deep learning has improved computer vision by increasing its applicability 
and scalability for challenges in the real world. Specifically, utilizing attention in computer 
vision tasks has improved the performance of models to a superior level. Today we need med-
ical diagnostic tools to tackle the immediate needs of the population suffering from Cancer and 
COVID-19. Thus, an end-to-end screening is tedious and needs validation expertise. But, with 
the current deep learning methods, it is quite possible to provide a diagnostic tool that can 
assist doctors and patients with their immediate needs. So, to tackle these real-world problems, 
we have proposed a method that is implied on 3 diverse standard datasets in the field of med-
ical imagery, which are Skin Lesions, Brain tumors, and COVID-19 classification. To justify the 
model’s performance, the authors have experimented on 5 diverse data sets ranging from binary 
class to multi-class. The experimentation has shown that the proposed “streamlined-attention  
module” is not only capable of producing superior performance in fine-grained visual recog-
nition but also bio-medical imagery. To further justify, we have illustrated Grad-Cam heat map 
visualizations to the model and show that it can extract the detailed features with proportion-
ate attention. Our results have proved that our methods excel in their performance compared 
to that of existing methods. It has achieved state-of-the-art accuracy scores on COVID-19 and 
HAM10000 datasets with a well-guided explainable result. This work represents a significant 
advancement in the field of medical image processing with clear results, and the authors 
anticipate that the suggested method will prove to be a useful tool for medical professionals in 
the detection and identification of diseases like Covid-19 and cancer. This paper provided the 
best accuracy for COVID-19 multiclass (94.75 ± 1.07) and HAM10000 (94.31 ± 0.91).
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1	 INTRODUCTION

The paradigm shift from extracting features from the data to extracting feature 
maps from the raw inputs via deep neural networks [1] is considered evolutionary. 
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Mainly, the evolution of convolutional neural networks [2–4] has produced the most 
reliable results for computer vision tasks. This helped in deriving efficient feature 
maps, which involved better patterns that the machine could easily interpret.

The tendency of machines to understand such feature maps is mainly due to 
certain feature embeddings formed at intermediate layers of a specific architecture. 
This not only helps in understanding generic data, which involves multiple classes 
but is considered equally important in the field of medical imagery for classifying the 
data. This data mainly involves visual information such as (Computed Tomography) 
CT scan, (Chest X-Ray) CXR, (Magnetic Resonance Imaging) MRI, and dermatoscopic 
images, which are collected via various sources from the medical industry. Each 
image input serves a specific purpose to solve a certain kind of problem under clas-
sification. The details concerning each dataset have been elaborated in Section 3, 
along with their purpose.

The methods by which the data are classified in this specific space are considered 
automatable, scalable, and can be comfortably deployed in a specific setting with-
out much effort. The scope of image analysis in the medical field is considered to 
be highly broad [5–8]. Hence, the methods developed for such tasks must be robust 
enough to predict effective outputs quickly. As these methods are developed with a 
notion of deployment, they must be developed with conscientiousness and integrity.

The necessity of such methods in the field is momentous. Manual recognition 
of medical issues via CT-Scan images to identify COVID-19, MRI images to identify 
brain tumors, or dermatoscopic images to identify skin lesions is time-consuming 
and tedious. Identifying such issues mainly involving easily transmissible viruses 
must be rapid. Hence, to address such problems, researchers have developed vari-
ous computer-aided diagnostic (CAD) techniques [9]. These techniques are based on 
feature maps acquired from deep convolutional neural networks.

Hence, to address the problem of image classification on certain datasets i.e.

1. Skin Cancer Classification:
a) HAM10000 Dataset [10] (Multiclass Classification Problem)

2. Covid-19 Classification:
a) SARS-COV-2 CT-Scan Dataset [11] (Binary Classification Problem)
b) Chest X-Ray COVID-Classifier [12] (Multiclass Classification Problem)

3. Brain Tumor Detection:
a) (Binary Classification Problem) [13]
b) (Multiclass Classification Problem)

The proliferation of deep learning [12] worldwide has been remarkable in its 
ability to provide a more profound understanding of convolutional neural networks 
(CNN) [13–14]. We have developed an attention-based mechanism. This is inspired 
by our previous work [15], in which we tested our model on standard classification 
data to address the problem of image classification and fine-grained visual recog-
nition. After gaining significant results with state-of-the-art performance on one of 
the datasets, we found enough scope to broaden the perspective toward the medical 
field as well. The initial model was created by Bahdanau et al. [16] in the field of nat-
ural language processing to address the neural machine translation tasks inspired 
by attention-based method. This was concerning the features which were focusing 
on valuable information on a specific feature map. Hence, we tried to embed this 
novel concept into computer vision with appropriate ailments.

The advent of deeply layered convolutional neural networks [8, 17] has enabled 
us to extract more meaningful features and patterns, resulting in breakthrough 
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performances in computer vision tasks such as image classification, segmentation, 
recognition, and detection. Several techniques are employed in neural networks for 
computer vision tasks, one of the most influential being attention-based modeling. 
An attention mechanism was first introduced [1, 18] to improve feature-based perfor-
mance by harvesting important information from a neural network in the context of 
machine translation tasks. Attention mechanisms are vital components of the human 
visual system, as they enable us to focus on the important parts of a scene instead 
of the entire thing, and they are just as effective in computer vision tasks. A variety 
of efficient approaches have been classified and structured for attention extraction. 
Neural machine translation has achieved remarkable results in transduction tasks 
[6, 19, 20], and attention-based mechanisms are beneficial in vision tasks, particu-
larly in image captioning. This has highlighted the correlation between visual fea-
tures and their corresponding text generation. These successful approaches include 
global and local attention techniques, which employ soft and hard attention [21].  
Global attention is accomplished through the “soft attention approach,” which deter-
mines the aligned weights and the features extracted from the entire data, conse-
quently leading to considerable computational expense. Soft attention is relatively 
low performing due to its tendency to generate attentive weighted sum averages 
from the entire image patch. On the other hand, local attention combines soft and 
hard attention, with hard attention focusing on sub-patches of the image.

Global attention is considered computationally expensive as it tends to align the 
weights of the whole image and gain an attentive weighted sum average from it. 
A local attention approach is considered relatively efficient since it collects rele-
vant information from every sub-patch of a larger area. The application of these 
approaches is crucial. Hence, to develop such an attention-based mechanism, two 
mechanisms exist addressing the required partials of the image. They are Channel 
and Spatial attention. The details regarding these mechanisms will be provided in 
Section 3.

In this paper, we have applied medical imagery-based data for classifying images 
using a streamlined attention-based module. Efficient channel and spatial attention 
are integrated with a second-order pooling block, a mathematical operation for gain-
ing the outer product of two matrices, in this case, two spatial feature maps.

Even though this model was initially built for classifying standard computer 
vision data, for bringing to light the work of hybrid attention networks, this model 
generalizes well on medical data by capturing the infection efficiently on each med-
ical image. For example, the ground glass opacity on lung images has been paid 
equal attention as observed via GradCAM visualizations, considering COVID-19 data 
results have been addressed and provided appropriate reasoning in Section 4.

Applying the attention mechanism in architecture by inducing an efficient mod-
ule into the existing architecture is unique in our procedure. As this module involves 
a mathematical operation that cuts down the number of parameters concentrating 
on required information for classification purposes, this can be considered to be 
efficient for a reason.

2	 CONTRIBUTION

The following list includes this paper’s significant contributions:

a) For medical data, we have put forth a novel attention-based module that com-
bines channel and spatial attention.
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b) The proposed model shows significant performance even on cross-domain i.e., 
the performance does not vary even if the model was trained on any other med-
ical imagery and provides significant results for both standard computer vision 
and medical imagery.

c) The experimental results were consistent and reliable without any augmentation 
applied to the model. So, without any augmentations, we have achieved state-of-the-
art performance on HAM10000 and COVID-19 datasets (both binary and multiclass).

d) For providing interpretable results, the authors have justified the GradCAM visu-
alizations. This gives a visual perception of how the model can acquire rich fea-
tures. This analysis has been performed on all the datasets and details how the 
proposed model is better than the existing literature.

Further, this paper is elaborated into multiple sections where Section 3 explains 
the existing work and its drawbacks. Section 4 elaborates on the method proposed 
and Section 5 discusses the corresponding results. Sections 6 and 7 are the work’s 
future scope and conclusion.

3	 RELATED	WORK

The HAM10000 dataset, also referred to as Human Against Machine, was pro-
posed by Philipp Tschandl et al. [10] and comprised 10,000 training images consid-
ered dermatoscopic images. The primary aim of creating this dataset was to address 
the predicament faced when diagnosing pigmented skin lesions. A significant issue 
with this dataset is its limited size and lack of diversity, which this work primarily 
focuses on by balancing the size of melanoma and nevi-based data. This dataset is 
considered one of the most commonly used datasets for skin lesions. Further infor-
mation regarding the dataset can be found in Section 3.

According to Kyle Young et al. [18], models were tested through a Bayesian 
hyper-parameter search for specified metrics using the HAM10000 dataset. They 
even investigated the dependability of GradCAM and KernelSHAP through a few 
sanity-check experiments to bridge the gap between the precision and interpretabil-
ity of the models. Ardan Adi et al. [18] presented a CNN-based skin lesions dataset 
classification. Hsin-Wei et al. [19] concentrated on binary and multiclass classification 
problems using the HAM10000 and KCGMH datasets. They combined EfficientNet 
and DenseNet on preprocessed images including color jitter, vertical flip, and hor-
izontal flip. Muhammad Attique Khan et al. [22] proposed a deep learning-based 
framework utilizing Mask-RCNN and Transfer Learning on ISBI2016, ISI2017, and 
HAM10000 datasets. They utilized a novel entropy-controlled least square Support 
Vector Machine (SVM) for optimization before the classification phase and applied 
the Extreme Learning Machine (ELM) methodology.

Farhat Afza et al. [23] described how an extreme learning machine was utilized to 
produce a new method combining deep learning features with an extreme learning 
machine for image acquisition and contrast enhancement. Transfer learning was 
employed to extricate deep learning features, while optimization was used to maxi-
mize entropy and mutual information, and a modified canonical correlation-based 
method was utilized to fuse chosen features. The classification process was ulti-
mately accomplished with the help of an extreme learning machine-based approach, 
demonstrating the computational efficiency of the model. Ren et al. [20] proposed an 
attention fusion mechanism involving spatial and channel information to segment 
skin images by extracting information from suggested intermediate channels.
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Soares et al. constructed a SARS-CoV-2 CT scan image dataset [11], collected from 
a hospital in Sao Paulo, Brazil. Furthermore, this document proposes an explicable 
Deep Learning technique (xDNN) with VGGNet as an encoder, solving the problem 
of classifying the proposed dataset. It applies a distance-based approach in classify-
ing the presented data, calculating the distance between data points to allot them to 
particular classes with a certain set of defined metrics. Subsequently, it compares 
its findings to conventional machine learning algorithms like SVM. Additionally, 
Khuzani et al. [12] proffered a chest X-Ray image-based small-scale COVID-19 data-
set, employing a dimensionality reduction approach to generate salient features 
from the chest x-ray images. Moreover, Rahimzadeh et al. [24] have proposed a 
novel dataset comprising CT scan images based on COVID-19 infection, introducing 
an architecture involving a pyramid network coupled with ResNet50V2.

The deep transfer learning algorithm proposed by Panwar et al. [25] has con-
ducted Grad-CAM analysis for colored visualization of the infections to accelerate 
predictions. Moreover, Banerjee et al. [26] proposed a COFE-Net dubbed COVID 
Fuzzy Ensemble Network, using Choquet fuzzy integral to apply ensemble learning 
to three major architectures: Inception V3, Inception ResNet V2, and DenseNet 201. 
DT-BiLTCN architecture consists of bidirectional long short-term memory network is 
proposed by Raza A. et al. [27].

Rehman et al. [28] advanced novel transfer and deep learning methods for 
classification and automated brain tumor detection, testing them on the Figshare 
dataset and exploring transfer learning by experimenting with three architectures, 
i.e., AlexNet, GoogleNet, and VGGNet. In addition, Kang et al. [29] performed ensem-
ble learning on three pre-trained CNN models. Alanazi et al. [30] proposed a 22-layer 
CNN developed from the ground up to examine the performance scale of MRI 
images. Then, they reused the weights and carried out a transfer learning on the 
same data, resulting in significant results in diagnosing brain tumors. Furthermore, 
multiple works are exhibiting the implementation of a transfer learning approach 
by implementing tumor and non-tumor-based data, such as [31].

The disadvantages of the existing works are as follows:

a) Skin lesions caused by melanocytosis are often in uneven shades of black, brown, 
and tan with white, grey, red, pink, or blue areas, which generally aid in skin can-
cer recognition. If the pre-processing step applies color jitter [19] as augmentation, 
then the data loses its capacity to be identified as infected skin or non-infected.

b) In this study [24], 48,260 CT scan images were obtained from 282 normal individ-
uals, and 15,589 CT scan images were gathered from 95 patients with COVID-19, 
leading to a disparity in the normal:infected ratio, thus causing inadequate model 
generalization.

c) Most of the works classifying brain tumors are either utilizing generic architec-
tures to conduct transfer learning or ensemble learning, with no specified pro-
posed architecture that involves attention as its architectural module. Therefore, 
to offset these limitations, we desire to reduce them by testing our model on 
numerous standard bio-medical data sets and demonstrating that the proposed 
model is comparatively more proficient in multiple aspects.

4	 MATERIALS	AND	METHODOLOGY

In this section, we describe the materials and methodology used in our study 
to evaluate the proposed streamlined-attention module. Firstly, we provide an 
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overview of the dataset used in our experiments (Section 4.1), followed by a descrip-
tion of the proposed method (Section 4.2) and the evaluation metrics used.

Following the introductory text, the subheadings “4.1 Dataset Description” 
and “4.2 Method” can be introduced. Specifically, under “4.1 Dataset Description,” 
you could provide a description of the dataset used in the study, including its 
size, characteristics, and any pre-processing steps that were applied to the data. 
Under “4.2 Method,” you could provide a detailed explanation of the proposed 
streamlined-attention module, including its architecture, training methodology, and 
the significance of second-order-pooling.

4.1	 Dataset	description

HAM10000. The HAM10000 dataset [10] involves 10015 dermatoscopic images 
released via the ISIC archive for educational and academic research-based pur-
poses. Actinic Keratoses (AKEIC), Basal Cell Carcinoma (BCC), Benign Keratosis (BKL), 
Dermatofibroma (DF), Melanocytic Nevi (NV), Melanoma (MEL), and Vascular Skin 
Lesions are the seven classes in this dataset (VASC). The pigmented skin lesions listed 
above pertain to seven distinct types of cancer. There exist a few sets of clinical 
methods that can help in diagnosing skin cancer. These results are often considered 
to be non-reproducible and need a great amount of knowledge in this field to differ-
entiate between data.

COVID-19. The COVID-19 disease is caused by the SARS-CoV2 virus and has been 
widely spread worldwide, impacting thousands of people. Therefore, COVID-19 
was deemed a pandemic by the World Health Organization (WHO). The outbreak 
of COVID-19 happened in Wuhan, China, in December 2019. The analysis by 
scientists revealed high rates of ground-glass opacities in the CTs of the infected 
people [32] [33].

a) Binary Classification Data – This dataset includes 2482 CT scan images from 
which 1252 images are derived from infected patients and the remaining 1230 
images are considered to be derived from non-infected patients. [11]

b) Multiclass Classification Data – This dataset comprises 420 2-D Posteroanterior 
(P.A.) chest view X-ray images that have been further divided into 3 classes. 
There are three of them: COVID-19, Pneumonia, and Normal (140 photos each) 
(140 images)

Brain tumor. A human brain cell’s unregulated, unnatural, and abnormal 
growth is referred to as a brain tumor. There are two forms of brain tumors. There 
are glioma tumors and non-glioma tumors. Glioma tumors are considered to be the 
most commonly occurring brain tumors, which grow from glial cells. Tumors that 
form in the brain from cells other than glial cells are referred to as non-glioma 
tumors [34].

a) Binary Classification Data – This data is collected from the Kaggle website and 
the appropriate link has been provided [13]. An MRI image of 155 tumors and 98 
non-tumors is included in this dataset.

b) Multiclass Classification Data – Kaggle contains 4 classes of MRI images, i.e., glioma  
tumor, meningioma tumor, no tumor, and pituitary tumor, each containing 826, 
822, 395, and 827 images [14].
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4.2	 Method

This method of applying attention to medical data is considered very valuable 
as each kind of visual information, i.e., a CT scan, Chest X-Ray, MRI, or dermato-
scopic image, is considered to have a few sets of attentive regions concentrated on 
the specific infection. These infections need to be carefully monitored and captured. 
To diagnose in such a way, we require attention to our architecture. The relevant 
reasoning for why one architecture needs attention, especially for such medical data 
has been discussed in successive sections in detail. With performance in mind, the 
ResNet [3] module was used as the encoder for the proposed design. This module 
also goes beyond previous work. In the model architecture, each layer of a typical 
ResNet module is followed by an additional block of simplified attention modules. In 
the proposed module, the global average pooling layer, which comes after the fully 
linked layer, is followed by a second-order pooling algorithm. The following para-
graphs provide details about second-order pooling. The suggested module’s detailed 
structure is depicted in detail in Figure 1.

Fig. 1. a) Traditional ResNet residual module, b) SE ResNet attention module; where GAP  
abbreviates to global average pooling and SOP for second-order pooling. In addition, the  

sub-components of the figure should be defined explicitly. For example, the Traditional ResNet  
residual module could be defined as a convolutional neural network architecture that uses residual 
connections to improve model performance, while the SE ResNet attention module could be defined 

 as a variant of the ResNet architecture that uses channel-wise attention to improve feature extraction

Channel and spatial attention. The proposed simplified attention block mod-
ule has taken the mechanisms [35–37] into consideration, as these proposed works 
significantly highlight how effective channel attention might be shown to improve. 
According to Sanghyun Woo’s proposal in [35], the block/combination of acquired 
feature maps, which are regarded to be adequate to provide long-range feature 
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dependencies, should also be able to recognize channel-wise dependencies. With 
fewer additional layers, this mostly aids in delivering high attention. In addition to 
contemplating “what” should be the subject of a channel attention block, this incor-
porates the use of the features learned via cross-channel interactions. Following that 
research, [36] showed similar results by adhering to the “dimensionality reduction” 
standard with the addition of a kernel that finally took into account the initialization 
of the neurons. In [37], they have focused on channel attention by considering the 
appropriate technique of constricting and exciting the feature maps after a certain 
point. The suggested attention module shows the second-order pooling and global 
average pooling described previously in Section 4.2. Due to its propensity to capture 
attention with fewer effective layers, this technique is considered thorough.

Figure 2 demonstrates the outcomes of passing a block of feature maps via the 
specified channel attention module. The feature maps emphasize the long-range 
dependencies identified by the global average pooling layer using feature maps of 
the preceding layers. To bring awareness to a model, global average pooling is vital. 
As a result, the H, W, and C feature dimensions are condensed into a feature map that 
utilizes convolution and has a significant amount of useful data in the C channels. A sec-
ond objective is accomplished by training a second layer to employ the second-order  
pooling mechanism upon passing through the completely connected/linear layer.

Fig. 2. The proposed module for streamlined attention blocks. The GAP and FC layers are the first to pass 
through the input feature. An SOP operation is carried out on the acquired feature vector (FV),  

with the instituted input feature generating the next block of feature mappings

As previously discussed, the contained spatial region of a particular feature map 
is how the feature refinement is achieved. As in [34], inter-spatial relationships 
are used to demonstrate this. By giving information that is easy to understand, the 
resulting spatial map has demonstrated its effectiveness.

Spatial attention is primarily concerned with “where” the visual attention should 
be drawn to extract finer features. The spatial structure has been presented as 
2-dimensional R1*H*W which is confined to the respective feature maps. Therefore, 
the spatial distribution of the refined features is obtained from the Linear/FC layer, 
where the aggregation of the input takes place, making sure to apply a second-order  
pooling operation. Here, the obtained spatial attention is observed due to the com-
bination of the two relevant feature maps. In Section “Importance of second-order 
pooling”, the significance of second-order pooling is discussed.
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Importance of second-order pooling. The primary objective of convolutional 
neural networks is to capture numerous classes and objects specified in high- 
dimensional space. The model is extremely efficient whenever the higher-order rep-
resentations are effectively and efficiently recognized by having the ability to enhance 
the non-linear modeling. Global second-order pooling (GSoP) is one such technique 
that has been shown to capture higher-order representations (GSoP) successfully.

Each dataset’s sample pictures have been shown in Figure 3.

Fig. 3. Sample images of brain tumor, COVID-19, and HAM10000 datasets concerning both binary  
and multiclass (for the available*)

The success of GSoP layers in exhibiting realistic picture representations in the form 
of covariance matrices is shown in [38–40], resulting in state-of-the-art tasks like object 
identification, recognition, multimedia categorization, and fine cognitive recognition. 
In some of the older models, such as B-CNN and DeepO (2P), GSoP exhibits good perfor-
mance and produces state-of-the-art results when the convolutional neural networks 
are trained from beginning to end, and the GSoP layer is included as the final layer or 
at the end of the entire model. To demonstrate the most recent findings, [41] was suc-
cessful enough to consider the GSoP layer after each layer in the encoder component. 
By incorporating this mechanism into the design of the suggested simplified attention 
block module, we have demonstrated outcomes for the model. In Section “The proposed 
streamlined attention block module”, the structure and interpretation of the suggested 
architecture are thoroughly demonstrated. The structure of the streamlined attention 
model embedded in Residual Neural Networks has been demonstrated in Figure 4.

Fig. 4. Attention block module embedded into the ResNet architecture after each layer. The obtained  
feature vector fv undergoes a process of feature weight summation w.r.t Z0 and Z′, to obtain  

the succeeding output feature Z′0
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The proposed streamlined attention block module. The bottleneck archi-
tecture of each third convolutional block in the corresponding encoder, ResNet, is 
coupled via an extended function in this methodology. We extend the typical archi-
tecture of the residual networks with a second, more functional attention block 
module that delivers careful neural attention for procuring long-range dependen-
cies with less complexity than has previously been reported in the literature. To 
demonstrate the averaged weights for the subsequent layers of the pertinent atten-
tion block module, we use the stated global average pooling in the prior level of 
the function of the condensed attention block module while considering the pro-
portions of the supplied input. The channel-based dimensions’ top layer would be 
linear and fully connected through which the successive weights would travel. An 
element-wise multiplication or second-order pooling, including the proven weights 
of the prior layers, would come next. The significance of second-order pooling has 
been discussed in Section “Importance of second-order pooling”, which finally aids 
in understanding that the attention obtained from the attention provided is con-
sidered extremely efficient.

Assume that the initial input is Z and the following feature block from the 
completely connected layer is Zα so that we can express the upcoming pooling 
process as

 Zα ⊗ Z = Z′ (1)

In theabove equation, ⊗ is the relevant designation of second-order pooling. The 
resulting feature output is therefore considered to be Z′.

The encoder is linked to the simplified attention module’s block. Given that the 
feature vector generated by the proposed module is Z′ and the mainstream input is 
Z0. In residual neural networks, the process requiring the summation of the corre-
sponding skip connections can be explained as

 Z′ ⊗ Z0 (2)

In the linear layer, the non-trained neuron is also newly trained during 
back-propagation, which is thought to be the reason for explicit attention. When 
data is supplied into the training phase, this non-linear mapping using the FC layer 
finally becomes trained when data is provided during the training phase, enabling it 
to comprehend the complex connections and, once more, map these traits to future 
convolution-layered features.

The neurons in the fully-connected layer have been trained from scratch during 
back-prop to gain explicit attention. When we feed the data, this trained layer gains 
a tendency to simultaneously interpret the complex relations as well as map the 
same to the layered convolutions. The Linear/FC layer helps in acquiring relevant 
features and projecting attention over the similarities. No specific requirement 
exists for a designated hyper-parameter to gain attention under this paradigm. It is 
considered ineffective or more complex to consider a specific hyper-parameter like 
ECANet. Hence, without applying external hyper-parameters, we have produced 
a comprehensive method. The weights updated during back-prop learn where 
to focus on the whole feature map due to the second-order pooling mechanism, 
without any loss of information, producing consistency concerning features. These 
insights helped the model outperform its competitors, and the results are discussed 
in the section below.
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5	 RESULTS	AND	DISCUSSION

Experiments employing the proposed attention model are carried out on a PC 
with a GPU (Graphical Processing Unit) NVIDIA RTX A4000 graphic card built on 
16GB VRAM with 6144 CUDA cores. We focused on three key medical conditions for 
testing our method: COVID-19, brain tumors, and skin cancer. The model is trained 
and evaluated for the available datasets on both binary and multiclass datasets. This 
eventually aids in acquiring a collection of traits capturing the attention-partial.  
To be noted, we have used 5-fold cross-validation for our study as it is a gold stan-
dard for evaluation, and we denote the results in mean ± std format.

Our research’s major goal is to shed light on hybrid convolutional networks that 
were approached from an attention-based standpoint, as there was less literature 
under tasks addressing medical-based data in this specific approach. Additionally, it 
is believed that a model should focus on how well it interprets the data rather than 
how accurate it is, with an accuracy range of ‘x,’ as addressed in [42]. This data inter-
pretation method is only achievable by focusing on particular traits and giving them 
equal weights in the intermediate layers of the model to understand how better the 
attention module operates in our model. With this in mind, we can confidently state 
that the designed model offers reasonable visual attention.

Table 1. The table below provides accuracy acquired on individual datasets concerning  
COVID-19 (Binary), COVID-19 (Multiclass), Brain Tumor (Binary), Brain Tumor (Multiclass),  

and HAM10000. “N/A” indicates the unavailability of that specific kind of dataset in work and “–”  
indicates that the corresponding model wasn’t developed to experiment on the mentioned data

Method
Datasets

COVID-19
(Binary)

COVID-19
(Multiclass)

Brain Tumor
(Binary)

Brain Tumor
(Multiclass) HAM10000

Heidari et al. [41] N/A 93.9% – – –

Elaziz et al. [42] 96.09% N/A – – –

Panwar et al. [25] 94.04% N/A – – –

Khuzani et al. [12] N/A 94% – – –

Soares et al. [11] 97.38% N/A – – –

Banerjee et al. [26] 98.93% N/A – – –

Saxena et al. [30] – – 95% N/A –

Kang et al. [28] – – 90.35% 87.88% –

Rehman et al. [27] – – N/A 98.69% –

Alanazi et al. [29] – – 98.33% 91.62% –

Hsin-Wei et al. [20] – – – – 85.8%

FarhatAfza et al. [22] – – – – 93.4%

Khan et al. [21] – – – – 88.5%

ArdanAdi et al. [19] – – – – 78%

Our Model 98.06 ± 1.38 94.75 ± 1.07 73.88 ± 0.91 83.31 ± 4.71 94.31 ± 0.91

The GradCAM paper has profoundly impacted the field of deep learning by intro-
ducing a highly innovative visual explanation technique. This technique, referred 
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to as Gradient-weighted Class Activation Mapping (GradCAM), enables the user to 
interpret and evaluate the decisions of deep learning models through a series of heat 
maps that represent the contribution of each neuron to the overall prediction. This 
effectively allows for identifying the most important features of the model’s predic-
tions, enabling a greater understanding of its behavior and a more informed assess-
ment of its performance. Thus, GradCAMs are used to demonstrate the suggested 
model’s performance and attentive capacity to make its interpretability more visible. 
This helps prove the enhanced interpretations of the neural nets over applying a 
streamlined attention mechanism. Extensive experimentation was used to assess the 
results. Each value was tested for convergence using different settings. After repeat-
edly running the model for them, we consciously decided to obtain the mean and 
standard deviation for each execution. Every model underwent distinct amounts 
of training on each data set, with the training for each model being changed until 
convergence was attained. The images of each dataset were isotopically reshaped to 
224 × 224. The image resolution concerning medical datasets is considerably higher 
compared to that of the generic dataset, so a batch size of 128 has been chosen to 
train the respective medical images conveniently.

While training, we initially implied to work on generic architectures such as 
ResNets, VGGNets, etc. But as addressed earlier in Section 3, there were multiple 
works about such experimentation. Hence, the scope of attention mechanism proved 
considerable results in multiple fields of study, as shown by our experimentation on 
generic data and fine-grained visualization-based data—CIFAR-10, CIFAR-100, and 
Aircraft’s dataset, respectively. Therefore, the model addressed the medical data clas-
sification task from such a perspective.

As mentioned earlier, we the authors initially wanted to check on how the finer 
representations were attained on the model rather than preferring accuracy as our 
only metric. Therefore, the authors have tried to implement various types of med-
ical data. This is a considerable reason for choosing COVID-19 (Binary), COVID-19 
(Multiclass), Brain Tumor (Binary), Brain Tumor (Multiclass), and HAM10000. 
Most of the methods portrayed in Table. 1 corresponding to their model’s accuracy 
are either ensemble learning-based methods or transfer learning-based methods. 
As it is already evident that these methods involve feature-based aggregation or 
model-based aggregation, they eventually stand out to be computationally expensive 
and less deployable, even if the presented accuracy stands out to be high.

The results obtained by this model (displayed in Table. 1) are considerably high, 
taking into account the performance portrayed by other models. This not only 
involves a rise in accuracy but is also considered to be less computationally expen-
sive. Applying ensemble-based or transfer learning based on attention-based models 
would result in much better performance. This adds to our motive of model-based 
interpretation rather than focusing on raising the value of accuracy, as it is not only 
the evaluation metric to be concentrated on.

The confusion matrices of our model-based performance were obtained to inter-
pret the rate of true-positives and true-nNegatives. The confusion matrices concern-
ing each dataset have been displayed in Figure 5. The obtained results proved and 
gave enough scope for using attention-based mechanisms for proving results on 
medical imagery. We could sharply interpret the proposed model’s range according 
to this method, which permitted us to emphasize the attention-partials in an initi-
ated image.

During experimentation, we chose our model’s optimizer to be Adam with a 
learning rate of 10-3 [43]. In the difficulty of predicting medical images, being com-
putationally efficient and having a workable application on sparse data would both 
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be favorable. Adam is seen to converge more quickly and tends to reduce computing 
time. To make sure that the model doesn’t over-fit, we have considered applying an 
early stopping mechanism. We have set early stopping to work for every 20 epochs 
when it observes a converging trend during training. The overall model’s training 
was set to run for 75 epochs, whereas due to early stopping, most of the executions 
were terminated between a range of 50–60 epochs. The model enhances its ability 
to learn from epoch to epoch.

For effective backpropagation of the corresponding gradients in a multi-class clas-
sification problem, we have used categorical cross-entropy as our loss function i.e.

 loss y log y
i

OP size

i i
�

�
�

1

�

. . ˆ  (3)

Where ŷ
i
 the ith is the scalar value of the respective model’s output, and yi is 

the associated target value. The output size, known as the “OP size,” is determined 
by how many scalar values the model output contains. Class activation maps have 
demonstrated how the anticipated classes can be visualized (CAMs). These class acti-
vation maps assist in focusing on the particular object associated with the predicted 
class, allowing the user to discover the expected chunk without specifically retriev-
ing it through a specific object. They aid in exhibiting the class that the particular 
network plans to perform. By aggregating the feature maps from the final layer, the 
CAMs show how well a model can draw attention to itself visually. Heat maps are 
another name for this collection of feature maps, as noted concerning [44–46].

Fig. 5. Confusion Matrices obtained on COVID-19, Brain Tumor, and HAM10000 datasets where  
1.a is COVID-19 (Binary), 1.b indicates COVID-19 (Multiclass), 2.a indicates Brain Tumor (Binary),  

2.b indicates Brain Tumor (Multiclass) and 3 indicates HAM10000

Heatmaps show the concentrated region in red and help to visualize the image’s 
partial localization. In plain language, the color variation ultimately indicates the 
area of the image that the model is paying the most attention to; for example, the 
redder the area, the more focused the model is on that area. The application of dis-
criminative localization in the proposed system is particularly crucial in showcasing 
the potency of the acquired attention-based output because our system is based on 
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the attention mechanism, which causes the amount of concentration over a given 
region to be quite focused. As a result, the testing data is purposefully mixed, two 
images from each dataset are chosen at random, and the results are presented 
in Figure 6.

Fig. 6. The above images are the Class Activation Maps obtained for our proposed streamlined attention module on the respective  
medical data where 1.a is COVID-19 (Binary), 1.b indicates COVID-19 (Multiclass), 2.a indicates Brain Tumor (Binary),  

2.b indicates Brain Tumor (Multiclass) and 3 indicates HAM10000

It can be interpreted that the model is acquiring the features from the various 
data mentioned and providing where it is proving attention. Thus it is visible that it 
can acquire the tumor proportions and provide attention to the tumor, and hence it 
can perform superiorly to the other methods.

According to the results, it can be seen that the model prefers to offer intense 
visual attention to the relevant medical facts and can perform better with extensive 
visual recognition. The future scope is to build a model that can deliver cutting-edge 
results for the explored datasets and other variations of medical data sets. The future 
scope of this work has been discussed in Section 6.

6	 CONCLUSION	AND	FUTURE	WORK

The findings show that the model outperforms extensive image perception and pre-
fers to pay close attention to pertinent medical details. Using experiments, we observed 
that our model was able to surpass most of the standard works but was not able to gen-
eralize to brain tumor data sets. We initially developed this model with the question of 
how better hybrid convolutional neural networks would work with an attention block 
embedded in them. Obtaining considerable results on both generic and medical data 
motivates us to experiment with such a methodology on self-attention models.

This experimentation would let us interpret the patterns acquired by self-attention  
models in the absence of convolutions and also let us understand the difference 
between such models based on the results obtained via reason-based evaluation. 
Therefore, the scope of this work would extend to implementing such data on 
self-attention-based models i.e., on the ViTs – Vision Transformers. It is always better 
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that a model can learn the nuanced features of the data using self-attention rather 
than providing guided attention using several mechanisms. Thus, we look forward 
to designing a novel transformer network where the self-attention mechanism is 
implemented to acquire rich visual features without any external supervision.
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