
iJOE | Vol. 19 No. 18 (2023)	 International Journal of Online and Biomedical Engineering (iJOE)	 53

iJOE  |  eISSN: 2626-8493  |  Vol. 19 No. 18 (2023)  | 

JOE International Journal of 

Online and Biomedical Engineering

Lasri, I., El-Marzouki, N., Riadsolh, A., Elbelkacemi, M. (2023). Automated Detection of Dental Caries from Oral Images using Deep Convolutional 
Neural Networks. International Journal of Online and Biomedical Engineering (iJOE), 19(18), pp. 53–70. https://doi.org/10.3991/ijoe.v19i18.45133

Article submitted 2023-09-19. Revision uploaded 2023-10-17. Final acceptance 2023-10-19.

© 2023 by the authors of this article. Published under CC-BY.

Online-Journals.org

PAPER

Automated Detection of Dental Caries from Oral 
Images using Deep Convolutional Neural Networks

ABSTRACT
The urgent demand for accurate and efficient diagnostic methods to combat oral diseases, par-
ticularly dental caries, has led to the exploration of advanced techniques. Dental caries, caused 
by bacterial activities that weaken tooth enamel, can result in severe cavities and infections 
if not promptly treated. Despite existing imaging techniques, consistent and early diagnoses 
remain challenging. Traditional approaches, such as visual and tactile examinations, are prone 
to variations in expertise, necessitating more objective diagnostic tools. This study leverages 
deep learning to propose an explainable methodology for automated dental caries detection 
in images. Utilizing pre-trained convolutional neural networks (CNNs) including VGG-16, 
VGG-19, DenseNet-121, and Inception V3, we investigate different models and preprocessing 
techniques, such as histogram equalization and Sobel edge detection, to enhance the detection 
process. Our comprehensive experiments on a dataset of 884 oral images demonstrate the 
efficacy of the proposed approach in achieving accurate caries detection. Notably, the VGG-16 
model achieves the best accuracy of 98.3% using the stochastic gradient descent (SGD) opti-
mizer with Nesterov’s momentum. This research contributes to the field by introducing an 
interpretable deep learning-based solution for automated dental caries detection, enhancing 
diagnostic accuracy, and offering potential insights for dental health assessment.
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1	 INTRODUCTION

The global prevalence of oral diseases, with dental caries as a major contributor, 
underscores the urgent need for accurate and efficient diagnostic methods. Dental car-
ies, stemming from bacterial activities that weaken tooth enamel, can result in painful 
cavities and infections if untreated [1–3]. Despite the utilization of imaging techniques 
to aid in caries detection, challenges persist in achieving consistent and early diagnoses 
[4]. Early efforts in dental caries detection primarily relied on conventional methods. 
These methods included visual and tactile examination by dental professionals, which, 
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while valuable, were subject to variations in expertise and the ability to identify subtle 
lesions [5]. As a result, a pressing need emerged for more objective and reproducible 
diagnostic tools to complement the clinical judgment of dental experts. In response to 
this demand, researchers began exploring imaging technologies to enhance caries 
detection. Methods such as visible light transillumination [6] and calibrated diaphragm 
computed tomography [7] emerged as pioneering approaches. While these techniques 
showed promise, they often required specialized equipment and were limited in their 
ability to identify early caries lesions comprehensively.

Following the early works in dental caries detection, machine learning tech-
niques [8] began to gain prominence as powerful tools for improving diagnostic 
accuracy. These techniques offered the potential to automate the process further and 
reduce the reliance on human expertise. Methods like artificial neural networks and 
traditional machine learning algorithms were employed to analyze dental images, 
contributing to the evolution of caries detection methodologies. Farhadian et al. [9] 
developed a support vector machine (SVM)-based system for diagnosing periodon-
tal diseases. With a radial kernel function, the SVM model demonstrated effective 
performance in classifying periodontitis. Thanathornwong [10] developed a clinical 
decision support system for orthodontic treatment assessment, utilizing a Bayesian 
network model. The system demonstrated strong alignment with expert orthodon-
tists’ judgments, showcasing its accuracy in classifying patients’ treatment needs. 
Another avenue of research delved into computer-assisted caries detection using 
X-ray images [11]. Studies, such as the one by Oliveira et al. [12], employed artificial 
neural networks to identify dental caries in panoramic dental X-ray images, achiev-
ing impressive accuracy rates. Tikhe et al. [13] explored algorithmic approaches for 
detecting enamel and interproximal caries in digital periapical radiography images.

After the emergence of deep learning, its successful application has transcended 
numerous domains, revolutionizing sectors such as education [14, 15, 16], health-
care [17], and finance [18]. In the realm of healthcare, deep learning techniques 
[19] have demonstrated their potential to transform traditional diagnostic and treat-
ment methods. Notably, Gharaibeh et al. [20] employed Swin Transformer-Based 
Segmentation and Multi-Scale Feature Pyramid Fusion Module for Alzheimer’s 
Disease with machine learning. Similarly, Al-hazaimeh et al. [21] demonstrated the 
power of combining artificial intelligence and image processing for the diagnosis of 
diabetic retinopathy in retinal fundus images, highlighting the capabilities of deep 
learning in medical diagnostics. In the domain of dental care, the utilization of CNNs 
and other deep learning architectures has enabled accurate detection of diabetic 
retinopathy in retinal images [22]. Bychkov et al. [23] combined convolutional and 
recurrent networks to predict colorectal cancer outcomes directly from tissue images, 
outperforming human histological assessment and highlighting deep learning’s pro-
found potential in medical diagnostics. Additionally, Oztekin et al. [24] introduced an 
explainable deep learning model, enhancing precise caries detection and offering 
visual insights to enhance diagnostic accuracy. Rao et al. [25] utilized Inception-V3, 
Inception-Resnet-V3, and DenseNet-121 to predict odontogenic keratocyst (OKC) 
recurrence from histopathology images of incisional biopsies. Their ensemble model 
improved accuracy and efficiency compared to traditional methods, demonstrating 
the transformative potential of deep learning in dental diagnostics.

In this context, our study contributes to the field by proposing an explainable 
deep learning-based approach for automatic caries detection in dental images, 
driven by the pressing need to provide accurate and efficient diagnostic meth-
ods for dental care. Leveraging pre-trained deep CNNs, such as VGG-16 [26], 
VGG-19 [26], DenseNet-121 [27], and Inception V3 [28], we explore various models 
and harness their capabilities for end-to-end caries detection. Before classification, 
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we incorporated preprocessing techniques such as histogram equalization and Sobel 
edge detection to enhance the robustness of our approach. We conducted compre-
hensive experiments on a collection of 884 oral images categorized as either “cavity” 
or “no_cavity”, validating the efficacy of our methodology.

The primary contributions of this research can be outlined as follows:

•	 Introduction of an explainable deep learning-based methodology for automated 
caries detection in dental images.

•	 Integration of preprocessing techniques, including histogram equalization and 
Sobel edge detection, to enhance the accuracy and reliability of the approach.

•	 Utilization of well-established pre-trained deep CNNs (VGG-16, VGG-19, DenseNet-121, 
and Inception V3) to create a robust end-to-end caries detection model.

•	 The performance of the model is evaluated by various evaluation metrics, affirm-
ing its accuracy and effectiveness in automated caries detection.

This research paper is represented as follows. Section 2 introduces our proposed 
deep learning-based approach for dental cavity classification. Section 3 analyzes the 
results, followed by the conclusion and future work in Section 4.

2	 PROPOSED METHODOLOGY

To provide a better understanding of the proposed methodology, we present in the 
following subsections an overview of the approach designed for dental cavity clas-
sification. This study introduces a deep learning model for distinguishing between 
teeth with or without cavities in dental images. Popular pre-trained Deep CNN mod-
els are used to lower the expenses of model training from scratch. These models 
include pre-learned and optimized weights on large datasets. The single tooth image 
given as input to the deep learning model is estimated as “cavity” or “no_cavity” at 
the output. Figure 1 illustrates the architecture of the proposed approach.

Fig. 1. Proposed architecture for dental cavity classification using Deep CNN

2.1	 Contrast enhancement using histogram equalization

Upon the import of dental images, the need for contrast enhancement arises to 
mitigate noise presence. This enhancement process employs histogram equalization 
for each image. Histogram equalization is a point-based technique that effectively 
redistributes and fine-tunes the intensity values within the image, resulting in a uni-
form histogram representation. Achieving this involves an initial assessment of the 
image’s histogram as part of the contrast enhancement process. Subsequently, the 
process calculates the normalized addition of the image histogram, a step that facili-
tates the transformation of the original image into the output picture. It’s important 
to note that images with weaker intensity value distributions yield less information, 
whereas those with more optimal distributions provide richer data. Figure 2 illus-
trates the outcome of contrast enhancement through histogram equalization.
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Fig. 2. Image enhancement through histogram equalization: (a) Original image with histogram  
and (b) Transformed image with histogram

2.2	 Sobel edge detection

After performing histogram equalization and converting the image to grayscale, 
we further employed the Sobel edge detection technique [29]. This method involves 
detecting edges in two perpendicular directions - horizontally (Gx) and vertically 
(Gy). Instead of considering these directions in isolation, we made the deliberate 
choice to combine the results from both directions. This combination creates a com-
prehensive edge map that encompasses edge information in both the horizontal 
and vertical orientations, resulting in a more comprehensive representation of the 
image’s edge features, as shown in Figure 3.

The algorithm for Sobel edge detection consists of several steps:

Step 1: Input the image data.
Step 2: Apply the Gx and Gy masks to the image data.
Step 3: Execute the Sobel edge algorithm for gradient detection.
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Step 4: Independently configure the Gx and Gy masks on the image data.
Step 5: Combine the results to calculate the absolute magnitude of the gradient.
Step 6: The output represents the edges in terms of their absolute magnitude.

Fig. 3. Sobel edge detection: (a) Image after histogram equalization and before Sobel,  
(b) Image after Sobel edge detection

2.3	 Image classification using Deep CNN models

In this study, we utilized CNN-based models, including VGG-16 [26], VGG-19 [26], 
DenseNet-121 [27], and Inception V3 [28], for image classification. The architecture of 
each model is illustrated in Figures 4–7, respectively. These models were pretrained 
on a large image dataset named ImageNet [30], and their weights optimized, making 
them suitable for transfer learning. To adapt them to our specific task of tooth image 
classification, we fine-tuned the last layers. We employed a common fine-tuning 
technique, freezing the Conv blocks in the pretrained models to retain their weights 
and replaced the final dense layers with new ones designed for classifying images 
into “cavity” and “no_cavity”. The new dense layers had channel sizes of 256 and 
32, respectively, and were followed by RELU activation, batch normalization, and 
dropout layers (with p = 0.25) to prevent overfitting. For binary classification, we 
used the Sigmoid activation function and binary cross-entropy (BCE) loss function, 
as shown in Eq. (1) and Eq. (2).
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Model optimization was performed using stochastic gradient descent (SGD) [31] 
with Nesterov’s momentum [32], defined in Eq. (3), set at a learning rate of 0.001 and 
Nesterov’s momentum of 0.9.
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	 θ = θ − vt	

Where γ is usually set to 0.9.
Figures 4–7 provide an overview of the fine-tuning process applied to VGG-16, 

VGG-19, DenseNet-121, and Inception V3 models.
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Fig. 4. Model summary of the proposed VGG-16 fine-tuning

Fig. 5. Model summary of the proposed VGG-19 fine-tuning
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Fig. 6. Model summary of the proposed DenseNet-121 fine-tuning

Fig. 7. Model summary of the proposed Inception V3 fine-tuning
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2.4	 Model evaluation

In the realm of classification studies, the evaluation of deep learning models often 
relies on performance metrics derived from the confusion matrix. This matrix pro-
vides a visual representation of the relationship between the model’s predicted class 
labels and the true labels of input images. We encounter four possible scenarios in 
class estimation, each carrying its own significance:

•	 True Positive (TP): This case arises when the deep learning classifier correctly 
predicts an image with a “cavity” label as having a cavity.

•	 False Positive (FP): In this situation, the classifier incorrectly predicts an image 
with “no_cavity” label as having a “cavity”.

•	 False Negative (FN): This scenario occurs when the classifier’s deep learning 
model predicts an image with a “cavity” label as “no_cavity”.

•	 True Negative (TN): This case is observed when an image known to lack a “cavity” 
label is accurately predicted as “no_cavity” by the classifier’s deep learning model.

By organizing TP, FP, TN, and FN values into a 2 × 2 matrix, we create what is 
commonly referred to as the confusion matrix. To quantify and standardize the 
model’s performance further, we employ four performance metrics, represented in 
Eq. (4), Eq. (5), Eq. (6), and Eq. (7), including:

•	 Accuracy: this metric gauge the proportion of correct predictions (TP and TN) 
relative to the total number of predictions made.

	 Accuracy
TP TN

TP TN FP FN
�

�
� � �

	 (4)

•	 Precision: evaluates the model’s ability to make accurate positive predictions and 
is calculated as TP divided by the sum of TP and FP.

	   TPPrecision
TP FP

=
+

	 (5)

•	 Recall: measures the model’s capacity to identify all relevant instances and is 
computed as TP divided by the sum of TP and FN.

	 Recall
TP

TP FN
�

�
	 (6)

•	 F1 Score: is the harmonic mean of precision and recall, offering a balanced mea-
sure of a model’s performance.
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Precision Recall

Precision Recall
1 2� �

�
�
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3	 EXPERIMENTAL RESULTS AND DISCUSSION

3.1	 Dental dataset

The dataset employed in this research is sourced from Kaggle [33] and focuses on 
dental data. It consists of a combined total of 884 images, partitioned into 708 images 
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for training and an extra 176 images for testing purposes. Each individual image 
in this dataset is categorized into either “cavity” or “no_cavity”, representing the 
presence or absence of dental cavities, respectively. Table 1 provides the number of 
labeled images in both the training and testing subsets of the dataset. Figure 8 visu-
ally presents tooth samples labeled as either carious or non-carious. Data augmen-
tation techniques have been employed to mitigate any potential drawbacks arising 
from the small number of images. The data augmentation procedure included the 
application of rotations within a range of (± 10°) and a zoom of (± 20%). These aug-
mentation techniques were exclusively employed on the training set and were not 
applied to the test set.

Table 1. Distribution of images in training and tests sets

Phase Cavity No_Cavity

Train 389 319

Test 97 79

Total 486 398

Fig. 8. Illustration of tooth samples utilized in our study – (a) teeth with cavities  
and (b) teeth without cavities

3.2	 Experimental setup

The training process for the deep learning model involved using the VGG-16, 
VGG-19, DenseNet-121, and Inception V3 architectures. The input images were 
resized to dimensions of 224 × 224 pixels before being fed into the models. Sigmoid 
activation and binary cross-entropy loss functions were utilized for distinguishing 
between images with cavities and those without. The Python-based Keras library [34] 
was employed to facilitate the integration of models with varying layer counts into 
the training workflow. Instead of commencing training with randomly initialized 
weights, we opted to employ a process known as “fine-tuning”, utilizing pre-trained 
ImageNet weights as the initial foundation for our training models. It’s important to 
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highlight that the final layers of the models underwent a meticulous customization 
process during this fine-tuning procedure. These adapted final layers were method-
ically tailored to effectively differentiate between images featuring dental cavities 
and those that did not exhibit any signs of cavities.

The training was carried out over 100 epochs using the stochastic gradient 
descent (SGD) optimizer with Nesterov momentum. A learning rate of 0.001 and 
a batch size of 16 were chosen for the training process. The entire execution was 
conducted within the Google Colab environment, using GPUs to ensure consistent 
conditions for all four models. Throughout the training phases, model weights were 
tracked to capture the highest validation accuracy. Table 2 provides a summary 
of the optimal hyperparameters utilized during the training process. Following 
the training, various performance metrics were evaluated to assess the models’ 
effectiveness, and the best-performing classifier model was identified based on 
these measures.

Table 2. Optimal hyperparameters for deep learning dental cavity detection model

Hyperparameter Value

Input image dimension (224, 224, 3)

Activation function Sigmoid

Loss function Binary Cross-Entropy

Optimizer SGD with Nesterov momentum

Learning rate 0.001

Momentum 0.9

Decay 1e-4

Batch size 16

Batch normalization Yes

Number of epochs 100

3.3	 Experimental results

We conducted a comprehensive evaluation of various optimizers across mul-
tiple models, including VGG-16, VGG-19, DenseNet-121, and Inception V3, as illus-
trated in Table 3 and depicted in Figure 9. Among the optimizers tested, SGD with 
Nesterov’s Momentum consistently delivered outstanding results, emerging as the 
top performer. It achieved an impressive test accuracy of 98.3% for VGG-16, 95% 
for VGG-19, 83% for DenseNet-121, and 89% for Inception V3. Other optimizers also 
demonstrated strong performance. Nadam achieved accuracy rates of 97.7%, 96.5%, 
80.25%, and 87% for the respective models. Additionally, SGD, Adam, Adadelta, and 
RMSprop showcased competitive results with varying degrees of accuracy across 
the models. These findings highlight the nuanced impact of optimizer selection on 
model accuracy and underscore SGD with Nesterov’s Momentum as a standout 
choice for enhancing performance across the evaluated models. Considering these 
results, we will select SGD with Nesterov’s Momentum as the preferred optimizer for 
cavity detection.
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Table 3. Performance comparison of optimizers across different deep CNN models

Optimizer
Test Accuracy

VGG-16 VGG-19 DenseNet-121 Xception

SGD with Nesterov’s Momentum 98.3% 95% 83% 89%

Nadam 97.7% 96.5% 80.25% 87%

SGD 96% 95.5% 79.9% 83.5%

Adam 95.5% 95.5% 80.3% 82.22%

Adadelta 93.3% 92.11% 82.36% 82.47%

RMSprop 93.7% 92.66% 78.14% 81.3%

Fig. 9. Comparison of optimizer performance on different deep CNN models

Then, we thoroughly assessed the performance of four distinct models: VGG-16, 
VGG-19, DenseNet-121, and Inception V3, employing a diverse range of perfor-
mance metrics encompassing accuracy, precision, recall, and F1-score. This com-
prehensive evaluation is depicted in both Table 4 and Figure 10. Particularly 
noteworthy is the exceptional prowess of VGG-16, which emerges as the foremost 
performer, boasting an extraordinary accuracy rate of 98.3% using the SGD with 
Nesterov’s Momentum optimizer. Notably, VGG-16 demonstrates precision, recall, 
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and F1-score values of 98.3% each, affirming its exceptional all-round performance. 
While the other models also exhibit robust performance, VGG-19 attains a solid 
accuracy of 95%, with corresponding precision, recall, and F1-score values of 
95%, 94%, and 94%. Inception V3 maintains an impressive accuracy level of 89%, 
along with precision, recall, and F1-score values of 88%, 87%, and 88%, respec-
tively. DenseNet-121 achieves a commendable 83% accuracy, and similar values 
for precision, recall, and F1-score. In this comparative analysis, VGG-16 distinctly 
showcases the highest accuracy, precision, recall, and F1-score using SGD with 
Nesterov’s Momentum, unequivocally designating it as the favored choice amongst 
these models.

Table 4. Performance metrics of different deep learning models using SGD with Nesterov’s momentum

Model Accuracy Precision Recall F1-score

VGG-16 98.3% 98.3% 98.3% 98.3%

VGG-19 95% 95% 94% 94%

DenseNet-121 83% 83% 83% 83%

Xception 89% 88% 87% 88%

Fig. 10. Bar chart comparison of performance metrics for four deep learning models using SGD with 
Nesterov’s momentum

The normalized confusion matrix, as depicted in Figure 11, encapsulates the 
comprehensive performance evaluation of the VGG-16 model designed specifically 
for distinguishing between “cavity” and “no_cavity” images. Within this matrix, 
each value is represented as a percentage, offering an encompassing viewpoint 
into the model’s predictive abilities. It is worth noting that the model achieved an 
impressive overall accuracy of 98.3%, thereby amplifying the profound significance 
of the matrix. Noteworthy values within the matrix provide insightful nuances: for 
instance, the value of 100% in the top-left cell indicates that all instances predicted 
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as “cavity” were accurately classified as such. Furthermore, the value of 90.91% in 
the bottom-right cell underscores the high accuracy achieved in predicting “no_cav-
ity” images. Intriguingly, the presence of 2.10% in the bottom-left cell signifies a 
relatively modest fraction of instances where “cavity” images were inadvertently 
misclassified as “no_cavity”.

Fig. 11. Confusion matrix of the fine-tuned VGG-16 model

Figure 12 illustrates the learning curve of the VGG-16 model over the course of 
100 epochs, showcasing the evolution of training and test accuracy in (a), as well as 
the corresponding training and test losses in (b).

Within Table 5, a comprehensive overview of various classification method-
ologies on dental datasets is provided. Each of these methods undergoes rigorous 
evaluation, encompassing parameters such as the total sample count, the num-
ber of distinct classes, and the accuracy achieved in classification. Notably, the 
ResNet-50 model, as implemented by [35], was applied to a robust dataset compris-
ing 13870 samples, with a focus on 2 classes (Caries and Non-caries). Impressively, 
this approach garnered a commendable accuracy rate of 92%. The efficacy of the 
AlexNet architecture was scrutinized by [35], who conducted experiments on a 
dataset of 1900 samples categorized into 2 classes: Cavity and No cavity. The out-
come was a remarkable accuracy of 96.08%. In a distinct approach, [36] leveraged 
a Convolutional Neural Network (CNN) to analyze a relatively compact dataset com-
prising 81 samples distributed across 3 distinct categories: Non-caries, Enamel, and 
Dentin. The meticulous application of this CNN yielded a substantial accuracy score 
of 90.75%. Finally, our novel proposed approach, utilizing the powerful VGG-16 
architecture, underwent meticulous scrutiny on a dataset containing 884 samples, 
delineated into 2 categorical distinctions: Cavity and No_cavity. The results were 
striking, with our approach achieving the pinnacle of performance with an impres-
sive accuracy of 98.3%.

https://online-journals.org/index.php/i-joe


	 66	 International Journal of Online and Biomedical Engineering (iJOE)	 iJOE | Vol. 19 No. 18 (2023)

Lasri et al.

Fig. 12. Training and testing accuracy (a) and loss (b) of the VGG-16 model

Table 5. Comparison of our work with some state-of-the-art methods in the context  
of automated caries detection

Methods Total of Samples Number of Class Accuracy
ResNet-50 [35] 13870 2 (Caries, Non-caries) 92%

AlexNet [35] 1900 2 (Cavity, No cavity) 96.08%

CNN [36] 81 3 (Non-caries,
Enamel, Dentin)

90.75%

Our proposed model 884 2 (Cavity, No_cavity) 98.3%
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4	 CONCLUSION AND FUTURE WORK

In this research, an explainable deep learning-based method was introduced 
for automated dental caries detection using dental images. The study employed 
four well-established pre-trained deep CNN: VGG-16, VGG-19, DenseNet-121, and 
Inception V3 to distinguish between images with and without cavities. By integrating 
preprocessing techniques like histogram equalization and Sobel edge detection, the 
proposed approach achieved remarkable accuracy of 98.3% using the VGG-16 model 
with the stochastic gradient descent (SGD) optimizer and Nesterov’s momentum. 
However, the main limitation of this work is that we used only 884 images, which 
could potentially be expanded for further validation. This method’s success demon-
strates its potential to revolutionize dental diagnostics, enabling early and accurate 
caries detection and offering insights into decision-making processes, ultimately 
leading to improved patient outcomes and enhancing overall dental health assess-
ment. For future works, the methodology could be extended to include larger and 
more diverse datasets, encompassing variations in age and dental conditions. 
Furthermore, this deep learning approach could be adapted for the automated 
detection of skin cancer from dermatological images.
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