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PAPER

A ROS-Based Open Tool for Controlling an Educational 
Mobile Robot

ABSTRACT
Commercial educational robots provide an accessible entry point into the world of robotics. 
However, their programming is often limited to specific platforms, which can make it chal-
lenging to acquire the skills necessary for industry and research. In this study, we introduce 
an open-access tool developed using C++ and Arduino IDE that enables us to manage a com-
mercial mobile robot through the Robot Operating System (ROS) middleware. This provides 
programmers with the ability to work in a powerful programming environment, such as 
Python. The robot used is the CrowBot BOLT, a kit based on ESP32 that enables wireless com-
munication and includes various peripherals for application development. The mobile robot 
topics include robot velocities, RGB LEDs, a buzzer, a programmable button, and proximity, 
light, and line sensors. The proposal is assessed using two controllers: one for proximity and 
the other for tracking angular light. Both controllers are developed using Visual Studio Code. 
The experimental results demonstrated the proper functioning of the tool. Additionally, the 
response time was evaluated, and it was found that optimal performance is achieved at a 
frequency of 10 Hz. In summary, this proposal provides an accessible option for students and 
developers seeking to gain skills in robotics using ROS. The project’s repository is located at 
https://github.com/joseVarelaAldas/ROS-Crowbot.

KEYWORDS
Robot Operating System (ROS), open tool, mobile robot, PID control, education tool

1	 INTRODUCTION

1.1	 Background and motivation

In recent years, there has been a rise in the integration of education and mod-
ern technologies, with the introduction of various concepts and applications. For 
example, elements such as digital educational and serious games [1, 2], as well as 
mobile applications and e-learning systems, have been incorporated into the educa-
tional environment to offer interactive and adaptable learning methods [3–5]. In this 
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context, robotics has entered the educational field in various ways, including learn-
ing about robotics and the teaching and assistance provided by robots. Specifically, 
it can be observed that social robots in the educational environment play different 
roles, such as teachers, tutors, learning partners, or even learners instructed by stu-
dents [6]. Although there are still challenges to be addressed, including technical 
issues related to robot intelligence and interaction analysis as well as logistical chal-
lenges linked to the integration of social robots into educational practices, there have 
been numerous studies that have demonstrated positive results [6, 7].

A recent review offers insights into the latest developments in educational social 
robotics [9]. The scope of social robotics in the field of education has been demon-
strated by the wide range of applications and the diverse research conducted in each 
of these areas. These elements allow us to see the potential of incorporating robots 
into education to create a positive impact. Although much of the reviewed work has 
been conducted in the form of studies and not as practical implementations regu-
larly used in educational settings, it is conceivable to consider social robots as active 
agents in the educational process. With challenges to overcome and advances to 
be achieved, robots can contribute to improving students’ learning outcomes and 
be accepted and integrated into their contexts of use [10].

The integration of robotics into the field of education can be approached from 
two distinct perspectives. On one hand, there is the perspective related to the pro-
gramming of devices or software, while on the other hand, there is the perspective 
associated with the assembly and operation of devices or hardware [10]. This dis-
tinction plays a crucial role when designing our classroom activities, similar to any 
technology, which must be tailored to the needs of the students [11].

Although most educational applications of robotics focus on programming or 
topics directly related to technology, they can be extended to a wide range of disci-
plines, including mathematics, languages, and art [11, 12]. On the other hand, robot-
ics education in higher education primarily relies on simulators. Students can fulfill 
their educational requirements by working in realistic conditions, utilizing advanced 
programming languages, and using standardized middleware such as the Robot 
Operating System (ROS) [14]. However, simulations alone are not sufficient to prepare 
students for modern industry. In addition, the high costs associated with industrial 
robots make them difficult to access. For this reason, there is a need for low-cost and 
open-access alternatives that include professional robot programming features. The 
study’s contributions include the proposal of an accessible robotic tool incorporat-
ing ROS, the design of the necessary nodes for controlling a commercial educational 
robot, the acquisition and control of the mobile robot’s velocities from a Linux ter-
minal, and the evaluation of control algorithms related to the mobile robot’s actions.

This paper is organized as follows: Section 2 presents the materials and meth-
ods, which include the characteristics of the educational robot, the equations of 
motion, the programming, and the control algorithm used to evaluate the proposal. 
In Section 3, we present the obtained results, including the evaluation of action con-
trol, robot data acquisition, and the control algorithm. This is followed by a discussion 
in Section 4, followed by a conclusion in Section 5.

1.2	 Related works

In related literature, there are few studies that integrate ROS into educational 
robots or low-cost robots designed to enhance learning using this widely accepted 
middleware. The found works are presented below.

https://online-journals.org/index.php/i-joe
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Robot operating system is a set of tools, libraries, and conventions designed to 
simplify the process of developing complex and advanced robotic systems. This is 
how it was used to create educational robotics tools. Robotics Academy offers a col-
lection of exercises that cover recent applications of robots, such as autonomous 
cars, drones, and vacuum cleaners. It has been successfully utilized in various 
engineering courses [15]. Uplat, a virtual robotics laboratory managed through the 
web, offers a user-friendly platform. These tutorials can be started from anywhere 
without the need to deal with complex installation procedures [16]. Another web-
based laboratory that enables remote control of robots is the Robotic Programming 
Network (RPN) initiative. It is designed to work seamlessly with any ROS-based robot 
or simulator, providing an excellent alternative for educational and remote training 
purposes [17].

Clearly, ROS has two main applications: simulating and controlling real robots. 
In simulation, there are interesting proposals in the literature, with the combina-
tion of Gazebo and ROS being widely popular. In reference. [18] They utilize the 
high-performance physics Open Dynamics Engine (ODE) and the sensor features 
available in Gazebo for prototyping and creating high-fidelity simulations, encom-
passing various outdoor environments and conditions. [19] provides a detailed tuto-
rial on creating a new robot model in the Gazebo simulator. The process involves 
constructing the model, configuring the physics, incorporating sensors, integrating 
ROS-based control, and developing a ROS project with the model.

On the other hand, there are proposals that involve actual robots. For example, a 
system for obstacle avoidance based on ROS was developed using an existing mobile 
robot with differential wheels controlled by a Beaglebone Black [20]. EUROPA is an 
educational robot designed for high school students’ robotics education. It utilizes 
ROS and is based on Python [21]. Robotont is an open-source omnidirectional mobile 
robot platform with physical hardware and a digital twin. This robot has been suc-
cessfully utilized for university instruction, professional development, and online 
courses on ROS and robotics [22]. PlatypOU is a mobile robot designed for laboratory 
practices and demonstrations, capable of being remotely controlled through an elec-
tromyography device [23]. MiniRos is a compact, structured mobile robot designed 
for outdoor educational and research purposes. It is equipped with various types 
of sensors, including depth cameras and 2D lidar scanners [24]. Finally, during the 
last pandemic, the COVID-Bot was developed—an open-source robotic platform 
designed to sanitize single-story environments. The robot is built on a differential 
robotic base, an RGB-D camera, a tracking camera, three UV-C lamps, and an embed-
ded computer running ROS-based control software [25]. No proposals were found 
that generally allow the incorporation of ROS into commercial educational robots. 
Thus, this work proposes a tool based on open-access ROS to control the educational 
robot CrowBot BOLT.

2	 MATERIALS AND METHODS

The aim of this study is to offer students and developers an affordable, open-access 
tool that enables practical learning with ROS. Figure 1 depicts the general diagram 
of the proposal, illustrating the need for a system-on-chip (SoC) in the mobile robot 
to integrate key features of current technologies, such as access to sensors and 
actuators. This robot communicates with ROS through a local program that cre-
ates the Publisher and Subscriber nodes, and the applications are developed in a 
programming environment on a computer using ROS as middleware.

https://online-journals.org/index.php/i-joe


	 26	 International Journal of Online and Biomedical Engineering (iJOE)	 iJOE | Vol. 20 No. 1 (2024)

Varela-Aldás and Palacios-Navarro

Commercial
educational mobile

robot

Students or
developers

Local program
Middleware

Publishers

Development
environment

Subscribers

System On Chip

Sensors

Actuators

Fig. 1. General diagram of the proposal

2.1	 Characteristics of the educational mobile robot

On the market, there are various options for educational mobile robots; however, 
few are based on the ESP32 microcontroller, a low-cost SoC that includes WiFi and 
Bluetooth communication. The CrowBot BOLT Programming Kit is an example that 
fully utilizes the capabilities of the ESP32. The price is approximately $50 USD, not 
including the joystick. Figure 2 displays the pertinent components of this kit. Among 
its inputs, it has a programmable button, an ultrasonic proximity sensor, two light 
sensors, and two color sensors for line detection. On the other hand, as outputs, it 
has two DC motors, four RGB LEDs, and a buzzer [26].

2.2	 Equations of motion of the mobile robot

The CrowBot BOLT is a differential-wheeled mobile robot equipped with ball-
caster wheels and two independent motors, enabling it to produce linear velocity 
u and angular velocity ω around its own axis [27], as depicted in Figure 3. These 
velocities are affected by the wheel diameter and the distance between them. The 
ω1 and ω2, the equations of motion (1) and (2) are derived to control the over-
all movements of the robot based on the angular velocities of the wheels. In this 
manner, the mobile robot will only receive the necessary speeds as inputs and 
execute its movements. While it is not possible to directly control the mobile robot 
in terms of the angular velocity of the wheels (measured in radians per second), it 
is possible to transform the values obtained by multiplying them by an adaptation 
constant, K.

https://online-journals.org/index.php/i-joe
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Fig. 2. Relevant components of the CrowBot BOLT educational robot

Fig. 3. Movement parameters of the differential wheeled mobile robot
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2.3	 Mobile robot programming

This study utilizes the Arduino Integrated Development Environment (IDE) along 
with ROS libraries and C++ code to develop the required algorithms. The code can 
be accessed in the project repository. The primary program processes are depicted 
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through flowcharts (see Figure 4). When the program starts, all the required variables 
are configured. The data types for ROS messages are specified in Table 1. The device 
then establishes a connection to the WiFi network, and the functions for publishing 
and subscribing are initialized.

On the other hand, the connection to ROS is established only when the ‘roscore’ 
node is running and the ‘rosserial’ bridge over TCP is active in Linux. Once inside the 
main loop, the interaction between both ends occurs: the subscriber receives the data 
from the sensors published by the robot, and the publisher sends the data to the 
node to execute the control functions on the robot, such as speed control, RGB LEDs, 
and buzzer activation. This interaction is only possible if both nodes are active.

Crowbot Bolt ROS

Start

Run roscore and
rosserial

Publish to node

Continue?

Stop

no

yes

Start

Setup, connect,
subscribe and publish

Read sensors and
publish

Continue?

Stop

no

yes

Calls functions and
control actuators

Subscribe in node

msgs

msgs

TCP

Fig. 4. Flowcharts of the processes in the mobile robot program

Table 1. Data types for ROS messages used in the mobile robot program

Input Datatype Output Datatype

Distance std_msgs/Int32 Velocities geometry_msgs/Twist

Light std_msgs/Int32MultiArray RGB LEDs std_msgs/Int32MultiArray

Color std_msgs/Int32MultiArray Buzzer std_msgs/Bool

Button std_msgs/Bool

2.4	 Architecture of ROS

In this study, Ubuntu 20.04 and ROS Noetic were utilized, with Python as the 
programming language, using Visual Studio Code. The ROS architecture is based on 
nodes, and in our case, the mobile robot itself is not considered a node. However, 
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a dummy node is created using the ‘rosserial’ bridge. In this way, a serial node is 
established to manage all the topics of the robot, as depicted in Figure 5, which 
is accessed through the user interface of the ‘rqt_graph’ plugin. To achieve this, it 
is necessary to execute the program ‘serial_node.py’ in TCP mode.

Fig. 5. Node diagram with the topics of the mobile robot

Figure 6 depicts an Ubuntu terminal running ‘rosserial,’ confirming the presence 
of four publishers and three subscribers on the mobile robot.

Fig. 6. Publishers and subscribers topics of the mobile robot

2.5	 Control applications

To assess the functionality of this tool, two control applications are suggested: one 
involving linear speed and the other involving the angular speed of the mobile robot. 
The first application is to control the distance between the mobile robot and a fron-
tal obstacle, as illustrated in Figure 7a. To achieve this, the position error, denoted 
as e(t), is calculated using equation (3). In this equation, ‘dd’ represents the desired 
distance and dr(t) is the actual position of the robot. To address this issue, a propor-
tional, integral, and derivative (PID) controller defined by equation (4) is proposed. 
In this controller, Kp is the proportional constant, Ki is the integration constant, Ti is 
the integration time, Kd is the derivative constant, Td is the derivative time, T is the 
period, and uc(t) are the linear control actions.

	 e(t) = dd − dr(t)	 (3)
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Fig. 7. Illustration graph of the control applications for the mobile robot

The second application involves controlling the angular tracking of light, as illus-
trated in Figure 7b. In this application, the goal is for the mobile robot to maintain 
alignment with a lighting source. To achieve this, a proportional controller defined 
by equation (5) is proposed, in which Kω is the proportional constant. Ld(t) and Li(t)  
represents the variations in illumination measured by the right and left sensors, 
respectively. Angular control actions are denoted as wc(t).

	 ωc(t) = Kω (Ld(t) − Li(t))	 (5)

3	 RESULTS

To obtain the results, we begin by loading the main program onto the micro-
controller of the mobile robot. Next, preliminary tests are conducted from the 
Ubuntu terminal. Finally, Python programs are developed for data acquisition and 
evaluation of the proposed control applications. The following results are described 
based on the data presented in Table 2. For these performance tests, a communica-
tion frequency of 10 Hz was utilized, resulting in a sampling time of 0.1 seconds.

3.1	 Action control

During the control tests from the terminal, we evaluate the publication of colors in 
the RGB LEDs, the robot velocities, and the activation of the buzzer. To achieve this, the 
‘rostopic pub’ function is used, followed by the topic name, message type, and the cor-
responding data format. Figure 8 displays the control tests of the RGB LEDs, along with 
the terminal code used and the response of the mobile robot. The color of the LEDs is 
determined by specifying three values corresponding to the RGB color composition.

Table 2. Control parameters of the mobile robot for performance tests

Parameter Value Parameter Value

K 40 Ki 0.4

d 0.08 m Kd 0.4

D 0.04 m dd 0.2 m

Kp 0.4 Kω 2

https://online-journals.org/index.php/i-joe
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Fig. 8. RGB LEDs control tests using ROS commands from terminal

Figure 9 displays velocity control tests of the mobile robot, featuring images of 
linear speed and angular speed, respectively. Each action includes the code used 
in the terminal for ROS functions. The value of K, which is used to adjust the actual 
response of the speeds, is determined through empirical tests conducted at full bat-
tery load, with the aim of achieving the optimal response. The value is presented 
in Table 2.

3.2	 Data acquisition

During data acquisition tests, Python programs are executed to re-collect data 
over a specified period. These programs are available in the public repository of this 
project. Figure 10 illustrates the states of the mobile robot’s programmable button, 
showing when the button is pressed over a 15-second period.

Fig. 9. Movement control tests using ROS commands from terminal

https://online-journals.org/index.php/i-joe
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Fig. 10. States of the mobile robot’s programmable button

Figure 11 illustrates the collection of proximity data using the ultrasonic sensor, 
which detects the distance to obstacles over a 30-second period. These proximity 
variations were generated manually by moving the mobile robot. The measurement 
range spans from a minimum value of 3 cm to a maximum of 102 cm, although the 
maximum measurement distance is 200 cm, making it an acceptable range for the 
development of robotic applications.

Figure 12 depicts the collection of lighting data using two light sensors, which 
detected variations in light at two points on the robot over a 48-second period. These 
lighting variations were artificially created using a flashlight. The values range 
from 0 to 4095 with no specific units, enabling the user to adjust measurements as 
needed. In the figure, L1 corresponds to the right sensor, and L2 corresponds to the 
left sensor.

Fig. 11. Proximity data from the mobile robot’s ultrasonic sensor

https://online-journals.org/index.php/i-joe
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Fig. 12. Illumination data from the light sensors on the mobile robot

Figure 13 depicts the collection of color data using line sensors, which detect 
color variations at both ends of the robot over a 40-second period. Values range 
from 0 to 4095 with no specific units, allowing the user to adjust measurements as 
needed. In the figure, ‘S1’ corresponds to the right sensor and ‘S2’ corresponds to the 
left sensor.

Fig. 13. Color data from line sensors on the mobile robot

3.3	 Distance control

The control applications were evaluated using the parameters listed in Table 2, 
and the codes for these programs are accessible in the public repository of this project. 
The PID constants were adjusted through empirical methods until satisfactory con-
troller performance was achieved. Figure 14 illustrates the proximity errors, while 
Figure 15 displays the linear velocities as control actions during the execution of 
the PID controller. These results demonstrate effective proximity control, correcting 
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errors each time they occur. The reader can observe the operation of this controller 
in the following public video: https://www.youtube.com/watch?v=5j4wBaW1kaM.

Fig. 14. Proximity errors in PID controller execution

Fig. 15. Control actions in the execution of proximity PID controller

3.4	 Angular light tracking

The proportional constant of the light angular tracking controller was 
adjusted empirically until satisfactory tracking was achieved, and this value 
is specified in Table 2. Figure 16 displays the tracking errors, while Figure 17 
illustrates the angular velocities as control actions during the execution of the 
controller. The results demonstrate sufficient monitoring, with errors being cor-
rected promptly each time they occur. The reader can observe the operation of 
the angular light tracker in the following public video: https://www.youtube.com/
watch?v=xRhDtNmLW4Y.
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Fig. 16. Light tracking errors in proportional controller execution

Fig. 17. Control actions in light angular tracking controller execution

3.5	 Response times

In addition to the performance tests, the execution times at various frequen-
cies have been analyzed. Figure 18 depicts the response times at a frequency of 
10 Hz, with a consistent sampling time of 0.1 seconds. On the other hand, Figure 19 
illustrates the response times at a frequency of 20 Hz, showing more significant 
variations compared to the previous frequency, which results in a sampling time of 
0.05 seconds. This is because the robot starts to encounter difficulties in responding 
to a communication speed of 20 Hz. However, a frequency of 10 Hz is considered 
sufficient for the development of educational robotic applications.

https://online-journals.org/index.php/i-joe
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Fig. 18. Communication response times at a frequency of 10 Hz

Fig. 19. Communication response times at a frequency of 20 Hz

4	 DISCUSSION

The main goal of the tool presented in this document is to provide an open-access, 
low-cost, ready-to-use solution that enables users to enhance their robot program-
ming skills within a robust programming environment. This is achieved by leverag-
ing the connectivity platform offered by ROS. ROS primarily supports programming 
languages such as C++ and Python and also offers compatibility with MATLAB and 
Lua. Although the literature mentions options for educational robots that incorpo-
rate ROS, such as EUROPA, Robotont, and PlatypOU [20–22], these robots are often 
proprietary, and reproducing them can be a laborious task, not to mention the poten-
tial obstacle posed by their cost.

In contrast, our proposal, based on the CrowBot BOLT, is highly accessible and 
strikes a good balance between cost and performance. A significant advantage of 
our proposal is the opportunity it provides for users to interact with a mobile robot 
in real-world scenarios, enhancing their learning experience compared to tradi-
tional tools that often lack a tangible practical component [15, 17, 18]. No similar 
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commercial options were found that provide such accessible access to working with 
the Robot Operating System.

In terms of benefits, our proposal has certain limitations. For example, obstacle 
detection is limited to a single point at the front of the robot, while other suggestions 
include sensors such as depth cameras and 2D lidar scanners [24]. However, this 
limitation is offset by the inclusion of multiple sensors, enabling a wide range of 
applications. Additionally, it’s important to note that even ROS-based proposals with 
more advanced hardware exhibit similar constraints, despite the seemingly limited 
local processing capacity of an ESP32-based system [20]. These limitations can be 
overcome by processing information remotely on a central computer.

It is true that our tool is not designed for performing complex applications in 
unstructured environments, despite the significant benefits [25]. Instead, it is more 
focused on the educational and training domains in a classroom setting, which 
makes it easier to assess advanced control systems [28]. The architecture based on 
the ‘rosserial’ package has proven to be effective in evaluating various control strat-
egies [28], [29]. Finally, our tool is freely available and supported by practical exam-
ples that help users effectively utilize the capabilities of the mobile robot using the 
Robot Operating System.

5	 CONCLUSIONS

In this study, we have introduced an open-access tool that facilitates the instal-
lation of ROS on a mobile robot through the rosserial package. This solution offers 
access to robot speeds, RGB LEDs, a buzzer, a programmable button, and proximity, 
light, and line sensors. Our results demonstrate the effectiveness of these techniques, 
and stable latency is achieved at a frequency of 10 Hz.

While there are similar or even more advanced proposals available on the market, 
none of them offer the same level of immediate reproducibility that our approach 
provides. Our approach simply requires the acquisition of a robotic kit. This work 
introduces an opportunity to make a powerful tool like ROS accessible to students 
and developers with minimal investment, providing tangible results that enhance 
the learning experience in the field of robotics.

However, it is important to highlight the limitations of our proposal, including lim-
ited local processing capacity, a restricted number of sensors, relatively low communi-
cation speeds, and the requirement for the exclusive use of the CrowBot BOLT robot. 
These limitations inspire us to tackle and overcome these challenges in our future work.
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