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PAPER

Advancing Brain Tumor Segmentation in MRI Scans: 
Hybrid Attention-Residual UNET with Transformer Blocks

ABSTRACT
Accurate segmentation of brain tumors is vital for effective treatment planning, disease diag-
nosis, and monitoring treatment outcomes. Post-surgical monitoring, particularly for recur-
ring tumors, relies on MRI scans, presenting challenges in segmenting small residual tumors 
due to surgical artifacts. This emphasizes the need for a robust model with superior feature 
extraction capabilities for precise segmentation in both pre- and post-operative scenarios. The 
study introduces the Hybrid Attention-Residual UNET with Transformer Blocks (HART-UNet), 
enhancing the U-Net architecture with a spatial self-attention module, deep residual connec-
tions, and RESNET50 weights. Trained on BRATS’20 and validated on Kaggle LGG and BTC_
postop datasets, HART-UNet outperforms established models (UNET, Attention UNET, UNET++, 
and RESNET 50), achieving Dice Coefficients of 0.96, 0.97, and 0.88, respectively. These results 
underscore the model’s superior segmentation performance, marking a significant advance-
ment in brain tumor analysis across pre- and post-operative MRI scans.
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1	 INTRODUCTION

Accurate segmentation of brain tumors is crucial for physicians to identify the 
tumor’s location, size, and shape, guiding surgical planning and minimizing damage to 
healthy tissue. However, in the post-operative recurrent tumor segmentation, accuracy 
is challenging due to variations in image appearance, low contrast, and the intricate 
structure of the brain after surgery. Deep learning methods, particularly convolutional 
neural networks (CNNs) such as the RESNET and UNET architectures, have shown com-
paratively better results in addressing these challenges [1,2,3]. Research efforts have 
focused on improving the precision and efficiency of UNET-based models for brain 
tumor segmentation in MRI scans [4,5,6,7]. Some studies propose novel models, like 
an enhanced UNET with RESNET variants [8] as backbone, combining the strengths of 
UNET and RESNET for accurate segmentation. Other models, such as Attention UNET 
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[5] and deep residual UNET [8], aim to enhance segmentation accuracy. While the orig-
inal RESNET or UNET models may not be optimal for brain tumor segmentation in post 
operative or other challenging context, modifications have been suggested. For exam-
ple, Zhang et al. [9] introduced a “dual-pathway” RESNET model, and Zhao et al. [10] 
incorporated an attention mechanism into the RESNET model to improve segmenta-
tion accuracy. Studies emphasize the significance of enhanced architectures over state-
of-the-art methods for achieving further improved segmentation results, accelerating 
convergence, and ensuring rich hierarchical feature extraction.

This research aims to develop an efficient model capable of accurately segmenting 
brain tumors in both pre-operative and post-operative brain MRI. Post-operative brain 
MRI presents challenges such as a resection cavity, surgical artifacts, and very small 
tumor sizes. The availability of post-operative datasets containing recurrent tumors 
and their corresponding ground truth is limited, making it challenging to effectively 
train models with such datasets. To address this limitation, the proposed solution is 
to design a model with enhanced deep feature extraction capabilities. The proposed 
Hybrid Attention-Residual UNET with Transformer Blocks (HART-UNet) integrates a 
spatial attention module, deep residual connections, and RESNET50 weights at initial-
ization. The model is designed to extract detailed spatial information from the input MRI 
dataset in both pre- and post-operative contexts. The attention mechanism enhances 
the model’s feature capture, and residual connections are maintained throughout the 
network to facilitate information flow and mitigate the vanishing gradient problem. 
The proposed model is trained on the BRATS’20 [11,12,13] pre-operative dataset and 
validated on the Kaggle LGG preoperative dataset and BTC_postop [14] post-operative 
dataset, showing superior performance compared to state-of-the-art methods.  
The graphical abstract of the entire workflow is depicted in Figure 1.

Fig. 1. Workflow overview

The following are the main contributions of this study to brain tumor analysis in 
pre and post-operative MRI:

1.	 This work introduces HART-UNet, a novel model that integrates the UNET seg-
mentation architecture with a transformer block positioned between the encoder 
and decoder architectures. Additionally, it incorporates residual connections to 
address the vanishing gradient problem.

2.	 The transformer block includes a spatial self-attention module, empowering the model 
with the capability to selectively attend to specific spatial regions within an image.

3.	 The proposed model is initialized with pretrained weights from the RESNET 50 
model, enhancing its feature extraction capability.

4.	 The performance of the proposed model is compared with existing state-of-the-art 
segmentation models, demonstrating impressive results for both pre-operative 
and post-operative datasets.

https://online-journals.org/index.php/i-joe


iJOE | Vol. 20 No. 6 (2024)	 International Journal of Online and Biomedical Engineering (iJOE)	 105

Advancing Brain Tumor Segmentation in MRI Scans: Hybrid Attention-Residual UNET with Transformer Blocks

The paper is organized as follows: Section 2 presents related work, and 
Section 3 explains the dataset and methods. Section 4 presents the results, and 
Section 5 concludes the paper. The results demonstrate that the proposed HART-
UNet model enhances brain MRI analysis both pre-surgery for treatment planning 
and post-surgery for follow-up treatment.

2	 LITERATURE STUDY

Over the past few years, there has been widespread adoption of deep learning-based 
methods in medical image analysis. Among these methods, convolutional neural net-
works (CNNs) have emerged as highly successful in numerous medical image segmenta-
tion tasks [5]. CNN-based segmentation techniques can automatically learn hierarchical 
representations of medical images, enabling them to effectively capture essential image 
features [7,15]. This section discusses state-of-the-art techniques for medical image seg-
mentation, including their applications, advantages, and disadvantages.

The U-Net architecture is a favored choice for medical image segmentation, par-
ticularly in the field of brain MRI segmentation. Olaf Ronneberger et al. introduced 
the U-Net, a convolutional network, in their publication titled “U-Net: Convolutional 
Networks for Biomedical Image Segmentation” [5]. It is renowned for its capacity to 
handle small and typically shaped objects, making it an excellent choice for activities 
involving medical imaging. It consists of a contracting path and an expansive path, 
allowing it to learn both low-level and high-level image features [6,15]. U-Net has 
fewer parameters compared to other architectures, making it more computationally 
efficient, crucial for real-time applications. U-Net can be fine-tuned for a particular 
task and has been pre-trained on a huge dataset, saving time and computational 
resources. However, U-Net has limitations in dealing with semantic information, 
leading to potential overfitting and poor segmentation performance [5].

Numerous variants and adaptations of the U-Net design have been proposed 
since the original publication to enhance its performance in medical imaging tasks. 
Alterations include dense connections, attention processes, and various normalization 
strategies. In “Attention U-Net: Learning Where to Look for the Pancreas” [4], Oktay 
et al. proposed an attention mechanism to the U-Net design. Milletari et al. proposed 
V-Net, an extension of U-Net, for volumetric medical image segmentation in their arti-
cle titled “V-Net: Fully Convolutional Neural Networks for Volumetric Medical Image 
Segmentation” [16,17]. In a separate publication, Zhou et al. introduced U-Net++ as 
another variant in their paper titled “U-Net++: A Nested U-Net Architecture for Medical 
Image Segmentation” [18]. U-Net++ improves upon the original U-Net design by incor-
porating nested U-Net blocks, facilitating more efficient feature reuse and yielding 
improved performance. X. Zhang et al.’s work presented RESNET50, another architec-
ture widely applied in medical imaging [2]. By integrating residual connections, the 
RESNET architecture seeks to solve the issue of vanishing gradients in deep networks.

Table 1 provides a comparison of different popular deep learning models for image 
segmentation, including U-Net, U-Net++, Attention U-Net, RESNET-50, V-Net, DenseNet, 
and PSNet. These models have significantly advanced the field of image segmentation 
by offering distinct architectures and techniques to achieve precise and accurate delin-
eation of objects and regions of interest in images. RESNET-50 introduced skip connec-
tions to tackle the challenges of training deep networks, while U-Net’s U-shaped design 
enabled effective feature extraction and localization. V-Net expanded upon U-Net by 
extending it to 3D for volumetric segmentation, and DenseNet improved information 
flow and feature reuse. Notably, DeepMedic specializes in medical imaging, DenseNet 
emphasizes feature reuse, and PSNet incorporates attention mechanisms to enhance 
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segmentation accuracy. Together, these models have revolutionized image segmenta-
tion, greatly improving precision and advancing the field as a whole.

Table 1. A comparative analysis of various well-known deep learning models for medical image segmentation

Model Key Features Pros Cons

U-Net Symmetric encoder-decoder architecture, 
skip connections

Good localization, handles small 
datasets well

Limited receptive field

U-Net++ Nested architecture with multiple encoder-
decoder paths, dense skip connections

Improved localization, better performance 
on large datasets

More complex, 
computationally expensive

Attention  
U-Net

Adds an attention mechanism to the U-Net 
architecture

Better handling of class imbalance, more 
accurate segmentation

May overfit to training data

RESNET-50 Deep residual learning architecture with skip 
connections

Good performance on large datasets, 
improved handling of vanishing gradients

May require more training data, 
may overfit to training data

V-Net 3D extension of U-Net, uses convolutions in 
all dimensions

Better handling of 3D data, improved 
localization

Computationally expensive

DenseNet Dense blocks with dense skip connections Good performance on large datasets, 
improved feature reuse

More complex, 
computationally expensive

PSPNet[19] The Pyramid Scene Parsing Network (PSPNet) 
leverages pyramid pooling modules to gather 
contextual information at multiple scales.

Incorporates multi-scale contextual 
information. Achieves high accuracy in 
segmentation tasks.

Requires more computational 
resources than traditional UNET 
architecture.

Jieneng Chen et al. [20] introduced TransUNet, a compelling fusion of Trans
formers and U-Net, offering a robust solution for medical image segmentation.  
In this model, the Transformer plays a dual role by encoding tokenized image patches 
from a convolutional neural network (CNN) feature map. This input sequence facil-
itates the extraction of global contexts. Meanwhile, the decoder part of TransUNet 
performs up-sampling of the encoded features. These features are subsequently 
merged with the high-resolution CNN feature maps, contributing to precise localiza-
tion during the segmentation process.

Based on the insights gained from the above-mentioned studies, we propose HART-
UNet, an improved UNET model. It includes a transformer unit composed of a spa-
tial self-attention module and residual connections, added between down-sampling 
layers. The entire model incorporates pre-trained RESNET-50 initial weights. The 
proposed model is trained using publicly available Brats 2020 pre-operative brain 
MRI data, achieving a Dice coefficient value of 0.96. Subsequently, we evaluated 
the model on another pre-operative dataset, Kaggle LGG, where the Dice coefficient 
reached 0.97. For the BTC_postop dataset containing post-operative brain MRIs, the 
model achieved a Dice coefficient of 0.88%. These results demonstrate that our pro-
posed model excels in terms of accuracy, Dice score, and IOU, showcasing a more 
precise and reliable segmentation of brain tumors.

3	 MATERIALS AND METHODS

3.1	 Dataset description

We trained our proposed model using the BraTS2020 pre-operative dataset, val-
idated its performance on the Kaggle LGG preoperative dataset, and assessed its 
capabilities on the BTC_post-operative dataset. A comprehensive evaluation was 
conducted, comparing its performance with four other state-of-the-art models. 
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The corresponding image count and distributions for the BraTS2020, Kaggle LGG 
datasets, and BTC_post-operative dataset, are presented in Table 2.

Table 2. Image count and distributions for BraTS2020, Kaggle LGG, and BTC_post-operative datasets

Dataset Total Images Training Testing Validation

BRATS 2020 1700 1300 200 200

Kaggle LGG 1373 – – 100

BTC_postop 19 – – 19

The BraTS2020 challenge dataset comprises MRI scans from 365 patients, totaling 
1,700 images diagnosed with glioma brain tumors. The dataset includes ground truth 
annotations for tumor segmentation. For training our model, we used 1700 images, 
reserving the remaining 200 for testing purposes and 200 for validation. To validate 
the accuracy of the proposed model, we employed the Kaggle LGG Segmentation 
dataset, which incorporates FLAIR abnormality masks and MR images of the brain 
from 1373 patients with lower-grade glioma. This dataset is sourced from The Cancer 
Genome Atlas (TCGA), and it includes FLAIR sequencing, as well as genomic clus-
ter data provided by The Cancer Imaging Archive. Patient information and tumor 
genomic groupings are available in the data.csv file [21,22].

In addition to these datasets, we utilized the BTC_postop, a publicly available 
post-operative dataset comprising 7 glioma patients and 12 meningioma patients, 
accompanied by corresponding tumor masks. This specific dataset was employed to 
assess the efficiency of our model in post-operative recurrent tumor segmentation.

3.2	 Proposed segmentation model – HART-UNet

This study introduces a Hybrid Attention-Residual UNET with Transformer Blocks 
(HART-UNet), an enhanced UNET model with a RESNET-50 backbone. The enhanced 
U-Net model comprises a multi-layered UNET architecture with a sequence of con-
volutional and max-pooling layers, specifically consisting of four sets with filter 
sizes of 32, 64, 128, and 256. Residual connections are incorporated within these 
layers to facilitate the flow of information and mitigate the vanishing gradient prob-
lem, enhancing the model’s depth. The incorporation of a combined spatial and 
self-attention module, strategically placed between the encoder and decoder archi-
tectures, empowers the model with the capability to selectively attend to particu-
lar spatial regions within an image. The model further integrates skip connections 
to enable shortcut paths that preserve high-level semantic information, promoting 
more effective feature reuse. Following the convolutional layers, flatten layers with 
dimensions of 256, 512, and 256 are employed, allowing the model to capture spatial 
hierarchies and flatten the extracted features. Up-sampling layers with appropriate 
dimensions are then utilized to restore spatial resolution. The entire model is initial-
ized with ResNet-50 weights [23,24], leveraging pre-trained features from ImageNet 
for improved performance. The final output layer produces the segmented output, 
representing the predicted regions of interest in the input images. This comprehen-
sive architecture is designed to enhance the U-Net model’s ability to accurately seg-
ment brain tumors in medical images, leveraging the power of residual connections, 
attention mechanisms, and pre-trained weights from ResNet-50.

The Transformer block operates on a sequence of vectors or embeddings, 
derived from the previous layer. In the Multi-Head Self-Attention module, linear 
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transformations yield Query, Key and Value vectors [25]. Scaled Dot-Product Attention 
calculates attention scores, normalized with SoftMax to obtain attention weights. The 
weighted sum of Value vectors captures diverse information. Residual Connection 
and Layer Normalization are applied before and after the attention mechanism. The 
subsequent Feedforward Neural Network, with non-linear activations like ReLU, pro-
cesses the attention mechanism’s output for feature transformation. Another Residual 
Connection and Layer Normalization finalize the block, yielding a sequence of vectors 
post self-attention and feedforward processing. This modular design adeptly captures 
intricate dependencies in input sequences. Overall, the architecture synergizes the 
robust feature extraction capabilities of the U-Net architecture, transformer unit, and 
ResNet-50 backbone with the finesse to capture intricate details facilitated by skip con-
nections. The incorporation of attention mechanisms amplifies the model’s capacity to 
concentrate on informative regions, thereby enhancing the accuracy of segmentation 
results. Figure 2a represents the detailed architecture of the proposed segmentation 
model, and Figure 2b illustrates the detailed working of the transformer unit.

Fig. 2a. The architecture of the proposed model

Fig. 2b. The architecture of the transformer module

4	 EXPERIMENTAL SETUP AND RESULTS

The experimental setup involved using the BRATS 2020 datasets for training and 
testing. The dataset consisted of 1,700 samples in NIfTI format. Data augmentation 
technique, such as sharpening augmentation, is applied to enhance the input images. 
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The ‘cv2.filter2D’ function with a specific kernel (3 × 3) is used to apply sharpening, which 
helps enhance the edges and details in the images. The proposed model and other state 
of the art models were implemented using TensorFlow and Keras in the Colab Pro envi-
ronment, utilizing a high-performance GPU for accelerated computations. Figure 3a to 
3d illustrates the segmentation output of different models. Figure 3e illustrates the qual-
itative results displaying the segmentation outputs generated by the proposed model.

Fig. 3. Segmentation output of different models, 3a UNET model, 3b UNET++, 3c Attention Unet, 
3d RESNET50 and 3e Proposed model

To assess the performance of the segmentation model, we employed the well-
known performance measure, the Dice score. It assesses the similarity between the 
predicted segmentation (model output) and the ground truth segmentation (actual 
labels). The Dice score is calculated using a specific formula in equation 1.

	 Dice
2

�
( )x y

x y

�
�

	 (1)

Where, X is the set of pixels in the predicted segmentation mask. Y is the set of 
pixels in the ground truth segmentation mask. x y∩  represents the number of pixels 
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that are common to both X and Y. X and Y are the total number of pixels in X and 
Y, respectively. In the context of segmentation models, a higher Dice score indicates 
better segmentation accuracy. The charts (Figure 4), shows loss, dice coefficient and 
IOU [26,27,28].

Fig. 4. Accuracy and loss graph of proposed model. (Using BRATS’20 dataset)

Upon evaluating the segmentation output of various networks, including 
UNET, UNET++, RESNET50, Attention UNET, and the proposed model, it can be 
observed that the proposed UNET model with a RESNET backbone and attention 
mechanism achieves the most accurate segmentation results. A comparison 
of the evaluation metrics for the proposed method against other state-of-the-
art models is presented in Table 3. Among the evaluated models, the proposed 
model achieved the highest performance with a low loss of 0.03 and a high 
IOU of 0.92 on the BraTS’20 dataset, as well as a Dice Coefficient of 0.96 on the 
Kaggle LGG dataset. Table 4 and Figure 5 present the performance comparison of 
the proposed model with state-of-the-art models in both pre- and postoperative 
MRI datasets.

Table 3. Performance comparison with state-of-the-art models (using BRATS 2020 pre-operative dataset)

Model Name Epochs  Loss IOU Dice Coefficient

UNET 30 0.1 0.67 0.8

UNET++ 30 0.06 0.82 0.89

Attention UNET 30 0.17 0.62 0.87

RESNET50 30 0.06 0.81 0.78

Proposed Model 30 0.03 0.92 0.96
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Table 4. Performance comparison with state-of-the-art models (using pre- and post-operative datasets)

Model Name Dice Coefficient 
(BRATS 2020 Dataset)

Dice Coefficient 
(Kaggle LGG Dataset)

Dice Coefficient  
(BTC_Postop Dataset)

UNET 0.8 0.82 0.67

UNET++ 0.89 0.84 0.72

Attention UNET 0.87 0.78 0.6

RESNET50 0.78 0.84 0.65

Proposed Model 0.96 0.97 0.88

Fig. 5. Proposed model vs. state-of-the-art models in pre- and post-operative MRI datasets

5	 DISCUSSION AND FUTURE DIRECTION

This study introduces HART-UNet, integrating UNET segmentation with a trans-
former block and residual connections for enhanced brain tumor analysis in pre- and 
post-operative MRI. The transformer block, featuring a spatial self-attention module, 
improves spatial region focus. The model, initialized with pretrained RESNET 50 
weights, enhances feature extraction. Despite being trained on pre-operative data, 
our experiment explores the model’s efficacy in post-operative scenarios, achieving 
a 0.97 Dice score on the publicly available BTC_postop dataset. The results demon-
strate the model’s ability to accurately capture intricate details of brain structures, 
specifically when other models struggle to precisely depict the contours of the mask. 
By incorporating the attention mechanism, the model effectively assigns higher 
weights to relevant regions of the input image, while diminishing the influence of 
less informative areas. This selective highlighting of features enables the model to 
focus on the critical regions that contribute significantly to accurate segmentation.

While the proposed model demonstrates promising results in pre-operative brain 
tumor segmentation, it has limitations when dealing with severe anatomical varia-
tions or rare pathologies in the post-operative scenario. Future work may include 
assessing the model’s impact by initializing it with weights from other well-known 
backbone architectures, like DenseNet or EfficientNet, to gauge its impact on seg-
mentation accuracy. Additionally, the application of efficient augmentation methods 
[29] to the available post-operative dataset, coupled with fine-tuning the pretrained 
segmentation model using the augmented post-operative dataset, could effectively 
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address the current model’s limitations and significantly enhance its capabilities in 
the post-operative recurrent tumor scenario.

6	 CONCLUSION

In conclusion, this study introduces the Hybrid Attention-Residual UNET with 
Transformer Blocks (HART-UNet), an innovative deep learning model for brain 
tumor segmentation. By incorporating a spatial self-attention module and deep 
residual connections into the U-Net architecture, and initializing with RESNET50 
weights, the model excels in capturing intricate details from input data. Training and 
validation on diverse datasets, including BRATS’20, Kaggle LGG, and BTC_postop, 
showcase the model’s superior performance. Achieving a Dice Coefficient of 0.96 
on BRATS’20, 0.97 on Kaggle LGG, and 0.88 on BTC_postop, HART-UNet outperforms 
established models. The study contributes an efficient solution for precise brain 
tumor segmentation in both pre-operative and post-operative MRI scans, laying the 
groundwork for advancements in medical image analysis.

7	 DATA AVAILABILITY

1.	 Kaggle LGG: https://www.kaggle.com/datasets/mateuszbuda/lgg-mri-segmentation.
2.	 BRATS’20: https://www.kaggle.com/datasets/awsaf49/brats20-dataset-training- 

validation.
3.	 BTC_postop: https://openneuro.org/datasets/ds002080/versions/4.0.0/derivatives.
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