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PAPER

Prediction of Depression Severity and Personalised Risk 
Factors Using Machine Learning on Multimodal Data

ABSTRACT
Depression, a prevalent global mental health disorder, often leads to a reduced quality of 
life and an increased risk of suicide. Despite the availability of treatments, many cases go 
undetected, highlighting the need for an accurate machine learning (ML) prediction model 
for depression severity and risk factors, particularly when dealing with multimodal datasets. 
Previous studies that utilized ML to predict the severity of depression encountered limitations, 
such as small datasets and a lack of personalization. This study proposes an optimal algorithm 
for predicting depression severity and personalized risk factors using ML. The potential bene-
fits include improved accuracy in severity assessment, personalized treatment strategies, and 
refined risk factor identification. The random forest (RF) algorithm emerged as the most effec-
tive, exhibiting notable performance metrics on NHANES data, including a 0.93 R-squared, 
0.93 explained variance score (EVS), 0.51 mean absolute error (MAE), 1.73 mean squared error 
(MSE), and 1.32 root mean squared error (RMSE). Notably, RF identified both general and 
personalized risk factors for depression severity. This model holds promise for clinical assess-
ment, diagnosis, and intervention planning, contributing significantly to the comprehensive 
management of depression.

KEYWORDS
depression severity, machine learning (ML), multimodal dataset, artificial intelligence (AI), 
random forest (RF)

1	 INTRODUCTION

Depression is a global health crisis [1]. Five of the 10 most common illnesses that 
globally disable people are mental illnesses, with depression ranking as the number 
one. Depression is a prevalent psychological condition that impacts individuals of all 
ages, genders, cultures, and backgrounds. Depression devastates an individual’s qual-
ity of life at work, school, and home [2]. Depression results from an interplay of social, 
psychological, and physiological factors. According to World Health Organization 
(WHO) statistics, the global population suffering from depression is estimated at 3.8%, 
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totaling approximately 280 million individuals [3]. Early identification and assess-
ment of depressive symptoms, along with appropriate evaluation and therapy, can 
significantly improve the chances of managing symptoms and the underlying disease, 
as well as safeguard personal, economic, and social well-being [4]. Clinical interviews 
and self-report tools, including the Patient Health Questionnaire-9, assess the severity 
of depression [5]. However, these methods can take considerable time and be subject 
to human error, potentially resulting in misdiagnosis or inappropriate treatment.

Machine learning (ML) techniques, which are one of the distinct areas under arti-
ficial intelligence (AI), have demonstrated great promise for improving depression 
diagnosis and predicting severity accurately. ML algorithms integrate various data 
modalities, such as neuroimaging, genetics, and behavioral data, to uncover pat-
terns and relationships not easily seen through traditional clinical assessments [6]. 
Furthermore, personalized risk factor identification can help create customized 
treatment plans, leading to improved treatment outcomes. Numerous studies have 
explored the application of ML algorithms for predicting depression severity [7], [8]. 
A study [9] compared ML algorithms for classifying depression among senior citizens 
aged 60 years and older. Another study [10] developed a model to analyze textual 
electronic health records to predict depression diagnosis and response to treatment. 
[11] investigated the association between a set of biomarkers and self-reported 
depression using XGBoost on a Dutch dataset of 11,081 cases to enhance the diagnosis 
of depression. They applied various sampling techniques, such as under-sampling, 
over-sampling, over-under sampling, and ROSE sampling, to balance the imbal-
anced dataset before classification. They acknowledged that their XGBoost model 
had limited generalizability to other populations and contexts. Human behavioral 
patterns were evaluated by some studies to gain insight into possible reasons for 
depression [12], [13]. These studies relied on a sizeable text dataset from the public. 
However, the variety of its dataset limited the study, and a more comprehensive and 
diverse dataset is necessary. Similarly, a study was conducted by [14] to distinguish 
between depressed and non-depressed participants. The study involved collecting 
smartphone usage data, emotion elicitation data, and speech data from 102 volun-
teers aged 18–19 through social networks. They found that deploying features from 
various data modalities outperformed using a single modality, even on a benchmark 
dataset. The proposed approach achieved an accuracy of 86% using a support vec-
tor machine (SVM) classifier. The study’s main limitation was the restricted dataset 
with a limited number of participants. Using large-scale, diverse datasets with clini-
cally validated cases of depression is recommended for further exploration. A study 
conducted in 2022 [15] proposed a depression detection model based on quality 
of life scales and multimodal health and nutritional survey data. They employed 
an ensemble model based on the average weight of the four base algorithms (DT, 
ANN, SVM, and KNN) to classify depressive and non-depressive cases using the com-
prehensive NHANES dataset. Results indicated that the ensemble classifier model 
outperformed the baseline algorithms; however, mental health features that convey 
the symptoms of depression were not used in isolation from the prediction model. 
The work did not personalize risk factors; therefore, the author’s recommendations 
were not tailored to individual circumstances.

This study investigated the prediction of depression severity and the identi-
fication of personalized risk factors using a multimodal dataset. While previous 
research has explored the use of ML for depression diagnosis and prediction, there 
is little work on utilizing multimodal data sources for personalized risk factor iden-
tification. This research aims to address this gap by creating a model that integrates 
various data sources, including demographic information, medical history, dietary 
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habits, physical activity, environmental exposures, and health outcomes, to forecast 
the severity of depression and pinpoint individualized risk factors.

2	 METHODOLOGY

This section outlines the study’s design and methods for predicting depres-
sion severity and identifying personalized risk factors using multimodal data. 
It describes the data collection process, statistical analyses, research approach, and 
data acquisition and analysis techniques. Figure 1 shows the architecture of the 
developed model.

Fig. 1. Architecture of the developed model

2.1	 Data collection

The National Health and Nutrition Examination Surveys (NHANES) 2013–2014 edi-
tion dataset was obtained by downloading it from Kaggle, a community for data science 
and ML that provides a range of tools and services for exploring, analyzing, and shar-
ing data. The dataset was used to predict depression severity and personalized risk fac-
tors using ML algorithms. According to the Centers for Disease Control and Prevention 
(CDC) [16], “NHANES is a program of studies that assesses the health and nutritional 
states. Of adults and children in the United States, conducted by the National Center for 
Health Statistics, a division of the CDC. It collects data on health and nutrition through 
a series of health surveys conducted periodically since the early 1960s.

In the NHANES 2013–2014 edition, 14,332 individuals were sampled across 30 dif-
ferent survey locations in the United States. Of these, 10,175 completed the interview, 
and 9,813 underwent examination. NHANES uses interviews and physical examina-
tions to collect various health and nutrition measurements from different modalities 
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obtained from multiple sources. The interview component included demographic, 
socioeconomic, dietary, and health-related questions. The examination component 
involved medical, dental, and physiological measurements, as well as laboratory tests 
administered by specialist medical personnel. This provided various forms of data, 
such as demographics from diverse racial backgrounds, dietary information, exam-
ination results, laboratory findings, and questionnaire responses. The study covers 
a wide range of areas, including health status, nutrition, risk behaviors, and envi-
ronmental exposures [17]. The dataset provides a comprehensive and holistic multi-
modal source for developing a ML model that can predict the severity of depression 
and personalized risk factors.

2.2	 Data processing

The collected multimodal NHANES dataset for predicting depression severity and 
personalized risk factors using ML was preprocessed before analysis and model-
ing to ensure the quality, consistency, and usability of the data. Six sub-datasets—
demographics, diet, examination, laboratory, medication, and questionnaire—were 
sorted and merged into one dataset using the participants’ unique ID, named SEQN, 
as the common key. The resulting dataset had 19,580 rows and 1,824 columns. Using 
the responses to the PHQ-9 questionnaire that each participant completed and 
that are contained in the dataset, the PHQ-9 score was calculated to determine the 
severity of depression in the dataset. The PHQ-9 score is a widely used measure of 
depression severity that ranges from 0 to 27, with higher scores indicating more 
severe depression [18]. The PHQ-9 score was added as a new column to the dataset 
and utilized as the target variable for predicting depression severity. The variables 
used to calculate the PHQ-9 score were removed from the dataset to present multi-
collinearity and data leakage. Additionally, rows with missing or declined informa-
tion from the questionnaire were also excluded from the dataset.

The dataset was cleaned up by removing irrelevant, redundant, or erroneous 
rows. The missing values were replaced by imputing the median, or mean, because 
the variables are continuous and have a symmetric distribution. The final dataset had 
19,560 rows and 1,768 columns. The numerical variables were scaled to a standard 
range of values between 0 and 1. This normalization process aimed to reduce the 
impact of outliers and account for variations in units of measurement within the 
dataset. Normalization could enhance the performance and convergence of certain 
ML algorithms [19]. The data was split into training and test sets using a stratified 
random sampling method. The stratification was based on the PHQ-9 score to ensure 
a balanced representation of different levels of depression severity in both groups. 
The training set contained 80% of the data, with 15,648 rows and 1,768 columns, 
while the test set contained 20% of the data, with 3,912 rows and 1,768 columns. The 
splitting was done at this stage to avoid data leakage during the feature extraction 
phase. Data leakage occurs when information from the test set is used or revealed in 
the training set, which can result in overfitting and inaccurate outcomes [19].

2.3	 Feature selection

To reduce the dimensionality and complexity of the NHANES dataset and 
enhance the performance and interpretability of the depression severity prediction 
algorithms, SelectKBest, a feature selection class from the scikit-learn library, was 
utilized, following the approach of Zulfiker et al. (2021) [20]. According to a scoring 
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function, SelectKBest selects the k features with the highest scores and ranks them 
in order of importance for the target variable. The score function takes two arrays, 
X and Y, as input. Here, X represents the feature matrix, and y represents the target 
vector. The function returns either a pair of arrays (scores, pvalues) or a single array 
with scores [21].

A score function was applied to each feature to obtain the K-highest scores used 
for selecting the features. By calculating the statistical significance of the correlation 
between each feature and the target variable using the F-test, the f_regression score 
function assigned a score to each feature. The F-test measures how well a model fits 
the data by comparing the variance explained by the model with the unexplained 
variance. A higher F-score indicates a stronger correlation and a better fit [22]. 
The number of features, k, was varied from 50 to 300 in increments of 50, and the 
performance of each k value was evaluated using five-fold cross-validation. For each 
fold, the training data was split into training and test sets. The SelectKBest was fitted 
on the train set, and both sets were transformed using the selected features. The 
RandomForestRegressor was then fitted as a selector on the train set, and predictions 
were made on the test set. The R2 score for each fold was computed and averaged 
over five folds to obtain the score for each k value. k = 300 yielded the highest score, 
indicating that 300 features with the highest F-scores were optimal for our dataset. 
Thus, the predictive model used 300 features with the highest F-scores.

2.4	 Prediction algorithms and evaluation metrics

The depression severity and personalized risk factors prediction framework 
using ML is presented in Figure 2. The output of the feature selection process was 
scaled using MinMaxScaler. This process converted the values of each feature to 
a range, all between 0 and 1, by subtracting the minimum value and dividing by 
the range without distorting the differences between the values and shape of the 
original distribution. The scaling of the features made them comparable and pre-
vented some from dominating others due to their large scale. The ML algorithms 
took the scaled features as input. Shown in Equation 1 is the scaling process [23].

	 Xscaled
X Xmin

�Xmax Xmin
�

�
�

	 (1)

Where Xmin = minimum value in X Feature, Xmax = maximum value in X Feature.
Five ML algorithms with a literature record of accuracy, interpretability, com-

plexity, and computational efficiency in handling regression tasks, including linear 
regression (LR), random forest (RF), SVM, extreme gradient boosting (XGB), and least 
absolute shrinkage and selection operator (LASSO), were evaluated for their perfor-
mance in predicting depression severity using the preprocessed NHANES dataset. 
LR is a fundamental statistical method used to model the relationship between a 
dependent variable and one or more independent variables, assuming a linear asso-
ciation between them. XGBoost, an advanced implementation of gradient boosting 
algorithms, integrates multiple weak learners to create a robust predictive model. 
RF is a versatile ensemble learning technique that constructs numerous decision 
trees and averages their predictions, making it suitable for both classification and 
regression tasks. SVM is a supervised learning algorithm that identifies the opti-
mal hyperplane to separate data points into different classes by predicting the tar-
get variable according to the distance from this hyperplane. LASSO serves as an 
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analytical method that performs variable selection and regularization to enhance 
prediction accuracy and model interpretability by penalizing excessive coefficients 
within the statistical model. The best-performing Ml model would be utilized to gen-
erate personalized risk factors for each participant in the dataset. The importance of 
the feature importance would be determined to identify the most critical variables 
in predicting depression severity and personalized risk factors, potentially aiding in 
improving the understanding and management of depression.

Fig. 2. Depression severity and personalized risk factors prediction framework

2.5	 Personalized risk factors

Personalized risk factors are the most significant contributors to the severity of 
depression in each patient. The features are determined based on feature importance, 
which refers to the input variables that contribute most significantly to predicting 
depression severity in the multimodal NHANES dataset using the best-performing 
Ml model considered in this study. The feature importance is obtained using the 
“feature_importances_” attribute on the best-performing model and sorted in 
descending order using the NumPy function “argsort()” to identify personalized 
risk factors for patients in the test dataset. The important features identified in the 
test dataset are selected and used to calculate the corresponding feature values for 
each patient. Then, the features with non-zero importance scores are selected and 
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displayed in order of importance, helping to identify the most significant risk factors 
for that patient. As a result, a for loop is used to iterate over the index and patient 
ID of the first n patients in the test dataset. After selecting the important features 
using array slicing, the feature values for each patient are computed using the “iloc” 
attribute of the input data. Finally, the features with non-zero importance scores are 
selected using Boolean indexing and output in the patient’s specific order of impor-
tance using the “print ()” function.

3	 RESULT AND DISCUSSION

3.1	 Implementation of the prediction model

Google Colaboratory Pro was used to implement the study using Python pro-
gramming. This cloud-based notebook environment supports various ML tasks with 
enhanced system configuration capabilities. Google Colaboratory Pro provides a 
Google Compute Engine backend with GPU support, 25.5 GB of system RAM, and 
166.8 GB of disk space. Google Colaboratory Pro was accessed using the Microsoft 
Edge web browser on an Apple MacBook Air M1 with 8 GB of RAM (2560 x 1600) and 
macOS Ventura 13.2.1, eliminating the need to install high-demand computational 
requirements on the local machine. This configuration facilitated the efficient and 
robust processing of the ML algorithms utilized in the study. The seamless and user-
friendly integration of the MacBook Air M1 with Google Colaboratory Pro enabled 
easy implementation of study tasks. Shown in Figure 3 is the graphical user interface 
of Google Colab Pro.

Fig. 3. Graphics user interface of google collaboratory uses the IEEE citation style
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3.2	 Performance evaluation of the ML algorithm

The five ML algorithms, namely LR, SVM, LASSO, XGBoost, and RF, were trained 
and tested to predict depression severity using the NHANES multimodal dataset 
in an 80:20 ratio. The performance of the ML algorithms was evaluated using 
evaluation metrics such as mean squared error (MSE), R-squared, root mean 
squared error (RMSE), mean absolute error (MAE), and explained variance score 
(EVS). R-squared is the coefficient of determination that indicates how well the 
predictive model explains the variation in the dependent variables. MAE mea-
sures the average absolute deviation between predicted and observed values. 
MSE calculates the average squared deviation between predicted and observed 
values. RMSE is a measure of the average deviation of the predicted values from 
the observed values, and EVS measures how well the model captures variation in 
the observed data. Table 1 presents the performance evaluation results of the ML 
algorithms: LR, SVM, LASSO, XGBoost, and RF. Upon evaluation using the specified 
metrics, the RF model exhibited the lowest MSE of 1.73, the lowest RMSE of 1.32, 
the highest R-squared value of 0.93, the smallest MAE of 0.51, and the highest EVS 
of 0.93. This RF outperformed the other ML algorithms considered, as illustrated 
in Figure 4. The RF model had the lowest MSE and RMSE, indicating the smallest 
average squared difference between the predicted and target values. As a result, 
it accurately estimates the output variables from the input features on the same 
scale as the target value with minimal error. Additionally, the RF model had the 
highest R-squared value, indicating that the input features accounted for a larger 
portion of the variance in the target value. The highest R-squared value indicates 
that the model had high explanatory power and explained most of the variation 
in the data.

Table 1. Evaluation result for depression severity prediction model

LR SVM LASSO XGBOOST RF

MSE 102.03 11.70 1440.0 2.28 1.73

R-Squared −44.10 0.52 −58.48 0.91 0.93

RMSE 33.05 3.42 37.95 1.51 1.32

MAE 3.34 1.87 2.95 0.75 0.51

EVS −44.09 0.54 −58.46 0.91 0.93

Fig. 4. Performance evaluation of depression severity of machine learning
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3.3	 Identifying depression severity risk factors

Algorithms cite
The best-performing depression severity prediction model, the RF model, was 

used to identify 50 important features that are considered general risk factors. 
These features are presented in Figure 5, with matching variable names in Figure 6. 
These generalized risk factors are contributing factors that can inform the devel-
opment of preventive and early intervention strategies. In addition, the RF model 
recorded the lowest MAE, indicating that the model has a minor average absolute 
difference between the predicted and target values. This demonstrates low error and 
the ability to precisely estimate the output variables from the input features without 
being influenced by outliers. With the highest EVS, which represents the ratio of 
variance in the target value explained by the predicted value, the RF model demon-
strated a high level of consistency and the ability to make accurate predictions close 
to the target value. Negative values of the R-squared and EVS imply that both the LR 
and LASSO regression models have not effectively captured the underlying relation-
ships between independent and dependent variables. Such negative values indicate 
a significant prediction error, with the models capturing noise or random fluctua-
tions in the training data rather than discernible patterns that can be generalized.

Fig. 5. Identified depression severity risk factors
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Fig. 6. Depression severity risk factors

The RF model was utilized to identify personalized risk factors for each patient in 
the dataset, as illustrated in Figure 7. This approach provides more individualized and 
targeted treatment and clinical support, which can lead to improved patient outcomes. 
Overall, the RF model outperformed the other algorithms in predicting depression 
severity in the NHANES multimodal dataset. It had the lowest error rate, highest pre-
cision, and highest accuracy, showcasing its capability to detect complex relationships 
between the input features and the output variables. It also identified both generalized 
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and personalized risk factors for depression, which could support clinical diagnosis, 
decision-making, and intervention planning. The RF model thus demonstrated its 
potential utility for the practical assessment and management of depression.

Fig. 7. Identified personalized risk factors of some patients

4	 CONCLUSION

A depression severity and personalized risk factor prediction model was devel-
oped using ML algorithms on a multimodal dataset. Five ML algorithms, namely 
LR, SVM, LASSO, XGBoost, and RF, were applied to the NHANES multimodal data-
set, which contains various types of information related to demographics, diet, 
socio-economic status, medical history, and clinical measurements. The results show 
that the RF algorithm outperformed the other algorithms in predicting depression 
severity using the NHANES multimodal data. The RF algorithm achieved the lowest 
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error rate, the highest precision, and the highest accuracy. The study further revealed 
important features in the NHANES multimodal dataset that were contributory and 
informative for predicting depression severity and personalized risk factors. These 
features could help develop preventive and early intervention approaches based on 
generalized risk factors and more individualized and targeted treatment strategies 
based on personalized risk factors, resulting in improved patient outcomes.

This study has proven the effectiveness of utilizing ML algorithms to predict out-
comes and assist in the treatment of depression. This makes it a valuable, feasible, 
and dependable tool for clinical diagnosis, decision-making, intervention planning, 
and addressing this significant public health challenge.
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