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PAPER

An Algorithm for the Estimation of Hemoglobin Level 
from Digital Images of Palpebral Conjunctiva Based  
in Digital Image Processing and Artificial Intelligence

ABSTRACT
Anemia is a common problem that affects a significant part of the world’s population, especially 
in impoverished countries. This work aims to improve the accessibility of remote diagnostic 
tools for underserved populations. Our proposal involves implementing algorithms to estimate 
hemoglobin levels using images of the eyelid conjunctiva and a calibration label captured with 
a mid-range cell phone. We propose three algorithms: one for calibration label segmentation, 
another for palpebral conjunctiva segmentation, and the last one for estimating hemoglobin 
levels based on the segmented images from the previous algorithms. Experiments were per-
formed using a data set of children’s eyelid images and calibration stickers. An L1 norm error 
of 0.72 g/dL was achieved using the SLIC-GAT model to estimate the hemoglobin level. In con-
clusion, the integration of these segmentation and regression methods improved the estima-
tion accuracy compared to current approaches, considering that the source of the images was 
a mid-range commercial camera. The proposed method has the potential for mass screening 
in low-income rural populations as it is non-invasive, and its simplicity makes it feasible for 
community health workers with basic training to perform the test. Therefore, this tool could 
contribute significantly to efforts aimed at combating childhood anemia.

KEYWORDS
anemia detection, image processing, machine learning, SLIC-GAT, palpebral conjunctiva, 
hemoglobin level

1	 INTRODUCTION

According to the World Health Organization (WHO), an estimated two billion 
people worldwide are affected by various levels of anemia, with a higher incidence 
observed in low-resource areas that are also impacted by infectious diseases such 
as malaria and hookworm infections [1]. This represents approximately one-third of 
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the global population, predominantly concentrated in economically disadvantaged 
countries [2].

Anemia is defined as a pathological reduction in hemoglobin (Hb) levels, leading 
to a decrease in the oxygen-carrying capacity of the blood. It is caused by several 
factors, with iron deficiency in the diet being the most significant. The low concen-
tration of Hb in the blood is the most reliable indicator for diagnosing anemia, which 
varies based on age, gender, and physical condition [3].

The tools developed in the state of the art for anemia detection can be categorized 
into two main approaches. The first approach is centered on the detection of anemia 
itself, while the second approach aims to implement a comprehensive service incor-
porating detection models.

In the field of non-invasive diagnosis for anemia, various methods have been 
developed. One approach involves the use of spectroscopy sensors. Kim et al. [4] 
utilized a reflectance model of the conjunctiva and compared the results with actual 
Hb measurements in adults. The method achieved an Hb level estimation MSE (mean 
squared error) of 1.67 g/dL and an 86% sensitivity score. McMurdy et al. [5] used vis-
ible range diffuse reflectance spectra from the palpebral conjunctiva. Hb levels were 
estimated using partial least-squares multivariate regression and discrete spectral 
region models, resulting in MSE values of 0.67 g/dL and 1.07 g/dL, respectively.

However, the methods mentioned above are expensive and not easily accessible 
everywhere. In contrast, there are alternative methods that do not require additional 
devices or manual selection of the region of interest (ROI). Chen et al. [6] selected a 
squared ROI and used a Kalman filter and regression method to estimate nonlinear 
curves for Hb levels from the mean value of the red component in digital images. 
They proposed a risk evaluation scheme achieving accuracy scores of 0.64, 0.68, and 
0.88 for high-risk, doubtful, and low-risk classes, respectively. Muthalagu et al. [7] 
employed an Elman neural network for correlating and classifying anemic cases, 
achieving 77% sensitivity and 96% specificity. Noor et al. [8] manually cropped images 
and used KNN for feature extraction and LSVM and decision trees for classification. 
The best accuracy score of 82.61% was obtained using the decision tree model. Park 
et al. [9] achieved a 0.91 R2 score by reconstructing subconjunctival redness (SSR) 
from RGB images of the palpebral conjunctiva. Roychowdhury et al. [10] presented a 
method for ROI detection of the tongue and eyes. They used multiple machine learn-
ing models on images of varying sizes (from 155 × 240 to 960 × 1280 pixels) and 
achieved accuracy scores of 86% for eye images and 98% for tongue images.

Another set of methods utilizes smartphones for anemia detection. Mannino 
et al. [11] used images of the fingernail bed captured with an iPhone 5s. They 
manually selected the ROI and applied a linear fit to the pixel data, achieving 92% 
sensitivity and 76% specificity scores. Jain et al. [12] used images from the palpebral 
conjunctiva captured with a Google Pixel PL. They employed data augmentation on 
99 images and used the mean of the red and green channels as input to their model, 
achieving an accuracy score of 0.97. Chen et al. [13] manually selected the ROI and 
used image processing and machine learning methods to propose two models: one 
based on digital image processing and another based on machine learning.

To address the ROI selection problem, Dimauro et al. [14] used a macro-lens with a 
special spacer. They performed semi-automatic segmentation using the SLIC algorithm 
and then applied classification tasks using SMOTE and ROSE on 102 images of size 
2448 × 3246. Their approach achieved an accuracy score of 0.976. Another solution 
for anemia detection using phone images is presented [15], where a CNN architecture 
is used to classify anemia based on estimated hemoglobin levels. Photos taken with a 
SONY DSC-T1100 were manually segmented and processed with digital image process-
ing and machine learning methods for feature selection and classification, respectively, 
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resulting in a sensitivity score of 0.78. Tamir et al. [16] also utilized phone photography 
and used a threshold over the R and G channels, achieving an accuracy of 78.9%.

In order to eliminate the need for additional devices to capture photos, Dimauro 
et al. [17] developed a method for the segmentation of the palpebral conjunctiva 
from images taken with a macro lens at a high-resolution close-up of 10x zoom using 
a Huawei P9 Lite. They employed Gaussian blurring, the Otsu algorithm, morpho-
logical opening, and contour detection. The a* channel achieved a correlation score 
of 0.63, and after eliminating the darkest pixels, a correlation score of 0.735 was 
achieved. On the other hand, Apppiahere et al. [18] performed an automatic eye 
conjunctiva detection model with Yolov5 and anemia detection model to run on a 
server and process images in real time with a sensitivity of 90%, a specificity of 95%, 
and an accuracy of 92.50% on average in approximately 50 seconds of processing.

The main studies mentioned above are summarized in Table 1 for comparison.

Table 1. Summary of studies

No Methods Advantage Disadvantage

1 Conjunctival 
reflectance model [4]

Sensitivity of 86%. Manual selection of the 
region of interest (ROI).

MSE (mean squared error) of 
1.67 g/dL.

2 Visible-range diffuse 
reflectance spectra of the 
palpebral conjunctiva [5]

It uses multivariate 
regression models.

Manual selection of the 
region of interest (ROI).

3 Feature Extraction with KNN 
and Tree Models [8]

It achieves an accuracy of 82.61% 
with the decision tree model.

Dependent on the accuracy 
of manual image selection.

4 Subconjunctival Redness 
Reconstruction [9]

Achieves an R2 score of 0.91. Image quality may vary in 
real environments.

5 ROI Detection in Tongue and 
Eye Imaging [10]

It achieves an accuracy score of 
86% for eye images and 98% for 
tongue images.

Reliance on multiple 
machine learning models.

6 Anemia Detection from 
Sickbed Imaging [11]

It achieves a sensitivity of 92% 
and a specificity of 76%.

Requires manual ROI 
selection.

7 Anemia Detection from 
Palpebral Conjunctiva 
Images [12]

Achieves an accuracy 
score of 0.97.

It does not eliminate the 
need for manual ROI 
selection.

8 Macro-lens segmentation and 
classification [14]

It achieves an accuracy of 0.976. Requires semi-automatic 
segmentation.

9 Anemia Detection by 
Threshold in Color 
Channels [16]

It achieved an accuracy 
rate of 78.9%.

Depends on manual 
segmentation and 
image quality.

10 Anemia detection model 
using real-time machine 
learning techniques [18]

Achieves a sensitivity of 90%, 
specificity of 95% and accuracy 
of 92.50%.

It depends on a server and 
internet speed.

Processing time on average 
50 seconds.

According to Table 1, the common disadvantage of the state of the art is that they 
have a mean MSE of 1.14 g/dL, manual ROI selection, and the need for high-resolution 
image acquisition equipment or internet services. Therefore, the following method 
is proposed that achieves a mean L1 error of 0.72 g/dL with images acquired by a 
mid-range cell phone with a 13 MP camera and automatic ROI selection.

https://online-journals.org/index.php/i-joe
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2	 METHOD

The proposed algorithm for hemoglobin level estimation involves several steps, 
as illustrated in Figure 1. The first step is the segmentation of two key regions: the 
reference sticker and the region of interest, which is the palpebral conjunctiva. 
The segmentation processes for both the sticker and palpebral conjunctiva are 
described in separate sections: sticker segmentation and palpebral conjunctiva seg-
mentation. After the segmentation, the information obtained from these processes 
is integrated to enhance the data quality extracted from the raw photo. This inte-
gration step is discussed in the section on image preprocessing. Additionally, this 
section provides details on the data representation used to feed the statistical models 
employed in the algorithm. Figure 1 provides a visual representation of the entire 
pipeline of the algorithm for hemoglobin level estimation.

The dataset of 500 images used for this project was provided by the Bioinformatics 
and Molecular Biology Laboratory at UPCH. The images of the palpebral conjunctiva 
of children were acquired by a camera on a Huawei Y6 II mobile device. Prior to 
image acquisition, the parents of the participating children were informed by the 
health personnel about the purpose of the study, and their consent was obtained. 
In addition, to obtain a relative and standardized factor of palpebral conjunctiva col-
ors in the images, stickers were used near the eyes. To validate the hemoglobin level 
in children, a venous blood sample was obtained from each participant. The sam-
ples were processed using Hemocue 201 and Hemocue 301 kits, and further analysis 
was performed in a clinical laboratory to ensure the accuracy of the measurements.

Fig. 1. Hemoglobin estimator workflow, red dotted line contains the blocks of preprocessing algorithm

Fig. 2. Conjunctive segmentation workflow

2.1	 Segmentation

Once the images have been captured, in order to estimate the hemoglobin level, 
it is necessary to extract sub-regions from the image Io(x, y). The association between 
conjunctiva pallor and hemoglobin deficiency, as indicated in [19], drives the 
extraction of these sub-regions for estimation of hemoglobin levels. Therefore, the 
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palpebral conjunctiva provides valuable information for hemoglobin level estima-
tion, while the sticker is utilized to adjust the image color.

Palpebral conjunctiva segmentation. The entire workflow for palpebral con-
junctiva segmentation consists of the following steps. Initially, as depicted in Figure 2, 
the input Io(x, y) is processed to obtain the final output Iconjunctive (x, y), Figure 3 shows 
an example of the output. The first step involves detecting a regular region that con-
tains the eye using a robust, tree-based machine learning model known as the Haar 
Cascade detector [20]. The output of the Haar Cascade detector, denoted as Ihcc(x, y), 
provides the bounding rectangle within the original image Io that encompasses the 
largest eye in the image, assuming vertical image orientation. The bounds of Ihcc(x, y) 
are then expanded to ensure that the conjunctiva lies within this new rectangle, 
referred to as IeyeRGB, following Equation (1):

 IeyeRGB (x, y) = Io(yn:yn + wn, xn:xn + hn,:) (1)

Where xn, yn, wn and hn are indicated in (2), (3), (4) and (5) respectively using (x0, y0) 
as left upper bound corner of I0(x, y); (w, h) as width and height of Ihcc(x, y) and finally 
(W, H) as width and height of original image.

 xn = max(0, x0 - 0.75 × w) (2)

	 yn = max(0, y0 - 0.75 × h) (3)

 wn = min(H - xn, 3 × w) (4)

 hn = min(W - yn, 3.3 × h) (5)

To ensure that the conjunctiva lies entirely within the rectangle, the bounds are 
stretched. The maximum and minimum functions are used to ensure that the bounds 
remain within the coordinates of the original image. This process results in the con-
junctiva being contained within the rectangle, as shown in Figure 3c. Next, the image 
is cropped based on the adjusted rectangle, and two different color map transforma-
tions, namely YCbCr (Equation 6) and NTSC (Equation 7), are applied to the cropped 
image (see Figure 4a), following the approach described in [21].
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Where IeyeR, IeyeG, IeyeB are the three separated channels from IeyeRGB image. 
From the YCbCr color space, the Cr channel is selected, while from the NTSC color 
space, the I and Q channels are chosen. These three channels are then equalized 
to cover the entire range of pixel intensities from 0 to 1. To generate the initial 
mask, the three equalized channels are multiplied element-wise, as described in 
Equation (8). The resulting image is shown in Figure 4b. Otsu Thresholding [22] 
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is applied using Equation (9) to obtain the final mask, which will be referred to 
as Ieyebin(x, y).

 I x y I x y I x y I x y
pmask eyeCr eyeI eyeQ

( , ) � ( , ) ( , ) ( , )=    (8)

Where the operator  indicates element-wise operation.

 I x y
if I x y I x y I x y

eyebin

mask pmask pmask( , ) �
�� � ( , ) � ( , ) ( ,

�
� � � �1  � )) �

��������������������������������������� ����

� �
0 otherwise ������������������������������������

�
�
�

��
 (9)

Where  and s indicate mean and standard deviation for Ipmask(x, y) respectively. 
After obtaining the mask, all the contours within the mask are sorted based on their 
area. Only the three largest contours are retained for further processing. These 
masks are then sorted again based on their vertical distance from the centroid to the 
center of the cropped image, as shown in Figure 4c.

The obtained mask is dilated using a disk shape morphological element, Kdisk, 
with radius of 100 as showed in (10) and hole filled to overwrite itself Ieyebin(x, y), 
that is showed on Figure 4d.

 � � �I I K
eyebin eyebin disk

 (10)

Once that the binary mask ′I x y
eyebin

( ,� ) is obtained, it’s used to mask the original 
IeyeRGB to obtain the ROI in RGB as it’s indicated in (11).

 I x y I x y I x y
conjunctive eyebin eyeRGB

( ,� )� � ( ,� )�&� ( ,� )� �  (11)

Use of the & operator to denote the operation.

Fig. 3. Initial conjunctive detection (a) Original image without sticker, (b) The detected eye, (c) The output of 
rectangle expansion

Fig. 4. Conjunctive segmentation step by step (a) Initial cropped image, (b) The product of equalized 
channels Cr, Y, and Q, (c) The output of Otsu filter applied to the b and the center of the cropped image, 

(d) The final result of conjunctive segmentation
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Sticker segmentation. The sticker segmentation procedure, as illustrated in 
Figure 5, begins with the value channel, denoted as Iv(x, y), from the HSV color space. 
To reduce the influence of high reflectance caused by the camera flash, an average 
low pass filter with a kernel size of 25 × 25, represented by M(x, y), is applied to the 
value channel.

Next, a thresholding operation is performed on the filtered value channel. Only 
pixels with values greater than 0.8 are selected, as the sticker is white and thus have 
a high luminance value. This thresholding process generates a preliminary mask, 
denoted as Ipm(x, y), where each pixel is assigned a value of 1 if it satisfies the thresh-
old condition, and 0 otherwise, as described in (12). The resulting pre-mask serves 
as an initial segmentation of the sticker region.

 I x y
if I x y M x y

otherwisepm

v( , ) �
� ( , ) * ( , ) .

�
��

�
�

��

1

0

0 8  (12)

After filtering, the image may still show large areas of high reflectance. To solve 
this problem, contours are detected using the running squares algorithm, based on 
the running cubes algorithm [23]. From all detected contours, only the three largest 
and closed contours (I3BC(x, y)) are selected for further processing.

Among these selected contours, those that contain other contours are considered 
to represent the complete sticker. This contour is denoted as Ipre–sticker(x, y). However, 
to ensure a squared shape an analysis of shape is performed by using the PCA algo-
rithm [24] over all centered n points of the i selected contour, this is apply PCA over 
Xc,i ∈ Rn (Vector of x coordinates) and Yc,i ∈ Rn (Vector of y coordinates) projected over 
two components for i = 1, …, n where n is number of detected contours. The proce-
dure is showed in (13) and (14), this process is made with all the found contours. 
The result is called Xr,i and Yr,i referring to rectified coordinates of each contour.
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The area of the contour, that is the number of pixels inside the contour Npixels is 
compared with a rectangle with side lengths defined by the maximun and minimun 
values in Xr,i and Yr,i for each contour.

After that, the contour with the highest Similarityi with a rectangle is selected as 
the contour of the sticker (Isticker(x, y)), this is the mask of that detect the sticker in the 
image, the similarity is computed with (15). The input and output of this process is 
depicted in Figure 6.

 Similarity
X min X Y Y

i

r i r i r i r i
� �

max � �·� max min( ) ( ) ( ) ( )
, , , ,�
� �� � �� �

N
pixels

 (15)

2.2	 Image	preprocessing

After the segmentation algorithms, a preprocessing step is performed to improve 
the data quality for subsequent machine learning models. This preprocessing step is 
illustrated by the blocks contained within the red dotted line in Figure 1.
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One important aspect of the preprocessing is the adjustment of luminance in the 
cropped area obtained from the conjunctiva segmentation. This adjustment is done 
using Equation (16), where Iconjunctiva(x, y) is the conjunctiva palpebral segmentation, 
γ represents the white mean value of Isticker(x, y) and Iadjusted(x, y) is the conjunctiva illu-
minance adjustment to normalize before entering the SLIC algorithm. This adjust-
ment process is based on the method described in [15] for image adjustment.

 I x y I x y
adjusted conjunctiva

( ,� ) ( ,� )·�
�

200
 (16)

Fig. 5. Sticker segmentation workflow

Fig. 6. Sticker segmentation result Left image: the original captured image; Right image: the segmented 
sticker, red marks depict some of the quantities used in the rectangle similarity computation

After the reflectance adjustment, the SLIC algorithm [25] is applied to divide 
the conjunctiva area into 20 segments. An additional channel is stacked to create 
a four-channel image ISLIC(x, y), where the extra channel represents the map of seg-
ments. Within each segment, the darkest and brightest pixels are filtered by selecting 
only those pixels for which the three channels of the RGB color space fall within 
the range of 0.3921 to 0.7843 in the scale of 0 to 1. This filtering process results 
in an image with filtered values, denoted as If-SLIC. Next, statistical descriptors are 
extracted from each segment. Through multiple experiments, specific statistical 
descriptors that demonstrate the best performance for hemoglobin estimation have 
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been identified. The subscripts L, a, x, and y refer to the L and a channels in the Lab 
color space, as well as the spatial coordinates x and y.

Fig. 7. (a) Conjunctiva mask as input for preprocessing. (b) Original image. (c) Referential image of result 
after preprocessing method (Blue points shows the centers of each sub-segment. Yellow points shows the 
centers of the selected sub-segments for posterior statistical processing. Black point shows the center of 

all the ROI.)

Using the data per segment, a graph structure G(V, E) is constructed, where each 
node contains a vector of the statistical descriptors, and the edges are determined 
by the adjacency of the segments. Finally, considering the empirical experience in 
the medical field that indicates a higher correlation between the central zone of the 
conjunctiva and hemoglobin estimation, only the central nodes (Gc(V, E)) are selected 
for further processing. Figure 7 shows the result of the preprocessing steps.

2.3	 Training

Three machine learning algorithms were developed and trained to estimate the 
hemoglobin level using the statistical descriptors obtained for each segment. These 
are the standard deviation of channel L (sL), standard deviation of channel a (sa), 
mode of channel L (MoL), mode of channel a (Moa), mean of spatial coordinate x (mx) 
and mean of spatial coordinate y (my). To validate our results, 5-fold cross validation 
is employed for each algorithm.

In the training process of the aforementioned models, data augmentation was 
applied to the dataset of 500 images in order to prevent overfitting and improve the 
performance of the models. A geometric transformation was applied to rotate the 
image by 45° until the complete rotation was completed. Therefore, a factor of ×8 
was obtained with data augmentation, and a dataset of 4000 images was obtained. 
Then, the dataset of images with data augmentation was divided into train and test 
datasets with a ratio of 70% and 30%, respectively.

Bayesian ridge regression. The machine learning model of Bayes regression 
is based on conditional probabilities (Bayes theorem). As this model works well 
on small to medium datasets, it was considered a good option. The model uses the 
parameters shown in Table 2.

Table 2. List of parameters for Bayesian ridge regression

Bayesian Ridge Regression Parameters

n_iter Tol Verbose

1000 0.0005 true

https://online-journals.org/index.php/i-joe
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Support vector regression. As shown in [8], support vector regression (SVR) 
shows good throughput on tasks such as this. Therefore, a SVR model was tested 
using the grid search method to determine the best-performing parameters, which 
were the regulation parameter C = 1 and the radial basis function kernel.

SLIC-GAT. One of the machine learning models used for estimating hemoglobin 
levels is SLIC-GAT [26]. This model leverages deep learning techniques and incorpo-
rates graph attention network (GAT) layers to process the graph structures derived 
from SLIC segmentation. The graph structure Gc(V, E), as explained in the Image 
Preprocessing section, remains consistent throughout the model.

After conducting extensive experiments, the optimal configuration for the GAT lay-
ers is presented in Table 3, while the multi-layer perceptron (MLP) layers, employed 
at the end of the GAT layers, adopt the parameter settings outlined in Table 4.  
The input to the model comprises the five most central nodes from the graph, each 
containing multiple values representing image features.

During the model training process, the mean square error between the 
measured and estimated hemoglobin levels is minimized. This optimization is 
achieved using the Adam algorithm [27] with a learning rate of 0.001, b1 = 0.9, and 
b2 = 0.999.

Table 3. List of parameters for model GAT layers with the best performance

GAT Layers Components GAT Layer Parameters

Layer Heads 1 2 5 8 10 5 2

Activation for layer heads ReLU ReLU ReLU ReLU ReLU ReLU ReLU

GAT layer size 30 32 64 64 64 32 16

Table 4. List of parameters for MLP layers with the best performance

MLP Description MLP Layer Parameters

MLP layers 32 32 1

Activation for MLP layer ReLU ReLU ReLU

3	 RESULTS

As mentioned earlier, the focus of this work is on hemoglobin estimation. The 
results of the hemoglobin estimation task, obtained after five-fold training, are 
presented in Table 5. The evaluation metric used is L1 error, which measures 
the absolute difference between the predicted hemoglobin levels and the ground 
truth values.

Table 5. Hemoglobin estimation error of each model where L1 is absolute error

Model Mean L1 error

SLIC-GAT 0.7284

Bayesian ridge regression 0.85

Support vector regression 0.87

The regression error for the SLIC-GAT model, as shown in Table 5, is 0.7284.
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4	 DISCUSSIONS

The regression error achieved by the SLIC-GAT model is only surpassed by the 
error obtained in [5], where hemoglobin levels are estimated through spectropic 
examination. It is important to note that this work focuses solely on images of the 
eye and a calibration sticker, captured using a mid-range cell phone without any 
significant additional devices.

It is important to consider certain characteristics of the dataset used in this work. 
Firstly, the quality of the images varied as they were captured without a standard-
ized setup. This resulted in some images being noisy. However, effective techniques 
such as segmentation and brightness calibration were employed to address this 
issue and enhance the quality of the images.

Secondly, the dataset exhibited an imbalance, which is a common challenge in 
disease diagnosis. Specifically, the samples representing values outside the nor-
mal range were limited in number. As depicted in Figure 8, these extreme cases 
accounted for less than 6.48% of the total samples. In light of this imbalance, the 
regression analysis was specifically performed on samples within the range of 10 
to 13 g/dL, ensuring a more focused and reliable estimation of hemoglobin levels.

Despite the challenges mentioned earlier, the hemoglobin estimation error 
achieved in this work surpasses the results obtained in the current state-of-the-art 
methods, considering the specific nature of the image source used. It is import-
ant to note that the images were captured using a mid-range cell phone without 
any significant additional devices, making it a more accessible and cost-effective 
approach. Furthermore, this work proposes a standardized process and guidelines 
for image capture, which can serve as a valuable reference for future implementa-
tions and research.

Fig. 8. (Upper) Distribution of samples with the hemoglobin level grouped by hemoglobin measurement 
resolution (Inferior) Distribution of samples grouped by hemoglobin ranges to diagnosis of anemia
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5	 CONCLUSIONS

The contributions of this work are methods for ROI segmentation of the palpebral 
conjunctiva and hemoglobin estimation for a dataset of images from the palpe-
bral conjunctiva and a calibration sticker captured with a mid-range cell phone. 
The results of the segmentation task were evaluated using the entire dataset. 
To ensure the effectiveness of the segmentations in future works, the following 
image-capturing standard is proposed:

• Reduction of the reflections in the image
• Image must contain only the eye and the sticker
• Images should be taken with the child’s eye aligned frontally toward the camera

The results of the segmentation are important since they enhance the quality of 
the images for the next task.

The hemoglobin estimation task was formulated as a machine learning regres-
sion problem, and multiple models were implemented using the enhanced image as 
input in graph form. Among these models, the best result was an L1-norm error of 
0.72 g/dL, which was achieved with SLIC-GAT.
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