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PAPER

High Performance for Predicting Diabetic 
Nephropathy Using Stacking Regression 
of Ensemble Learning Method

ABSTRACT
Diabetes may lead to several problems, one of the most prevalent and deadly of which is 
diabetic nephropathy. Therefore, the condition represents a significant threat to one’s health 
since it has the potential to cause irreversible harm to the kidneys’ ability to operate. A sig-
nificant portion of the research that is being conducted now is focused on determining how 
accurately diabetic people may be predicted to develop kidney illness. Considering this, the 
research suggests a regression stacking approach for predicting albumin levels. These albu-
min values will serve as a reference for the incidence of diabetic nephropathy disease. They 
will be derived from the medical records of patients. The utilization of stacking regression 
from three different ensemble approaches, using Random Forest and CatBoost regressors, 
while the Huber algorithm is used as a meta-learner. The accuracy with which the combina-
tion of parameters that are employed is determined is a significant factor. It contributes to the 
high degree of performance that the ensemble approach achieves. Therefore, in this investi-
gation, a grid search was carried out to tune the hyperparameters of both regressor models. 
We evaluated the performance of the proposed model using accuracy, MAPE, RMSE, and MSE 
values. The experimental findings demonstrate great performance. Three selected variables 
including quantitative UACR, semi-quantitative UACR, and urinary creatinine, achieved high 
performance. Overall, the performance obtained an accuracy rate of more than 98% with an 
error rate (MAPE, RMSE, and MSE values) of less than 1%. In conclusion, the stack regressor 
model can be implemented to predict diabetic nephropathy using clinical datasets.
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1	 INTRODUCTION

Diabetes is the term used to describe hyperglycemia resulting from inadequate 
production and/or resistance to insulin. According to the International Diabetes 
Federation (IDF), the global population of persons aged 20 to 79 with diabetes is pro-
jected to reach 537 million by 2030 and 784 million by 2045 [1]. Currently, diabetes 
ranks as the seventh most prevalent cause of mortality on a global scale. Most diabetes 
individuals in both developed and underdeveloped nations experience microvascu-
lar problems. The problems, such as diabetic nephropathy, retinopathy, and neurop-
athies, contribute significantly to the morbidity and mortality of diabetic patients [2].

Diabetic nephropathy (DN) is a serious long-term consequence of diabetes that 
affects the small blood vessels in the kidneys. It is a leading cause of advanced renal 
disease and is linked to a higher risk of heart problems [3]. Nephropathy poses a sig-
nificant health obstacle. It is present in a maximum of 50% of individuals with diabe-
tes [4]. Nephropathy is a medical condition marked by long-lasting albuminuria and 
a gradual deterioration of kidney function. Nephropathy is mostly caused by chronic 
hyperglycemia and hypertension. Typically, it is recommended to do an annual 
screening for microalbuminuria. This should begin 5 years after the diagnosis of 
type 1 diabetes, at the time of diagnosis, and annually thereafter for type 2 diabetes [5]. 
Nephropathy is a diverse condition marked by the occurrence of albuminuria in 
individuals with diabetes. Pathological albuminuria, as defined by the American 
Diabetes Association (ADA), is characterized by an albumin-to-creatinine ratio (ACR) 
over 30 mg/g. In individuals with type 1 diabetes mellitus, the occurrence of nephrop-
athy is infrequent during the initial decade of the disease. However, the likelihood of 
developing nephropathy rises progressively between 10 and 20 years following diag-
nosis, with an annual increase of up to 3%. The regression of albuminuria remains a 
significant objective. Indeed, the incidence of nephropathy is increasing and necessi-
tates proactive measures to prevent or rectify the illness.

The utilization of data-driven technology serves as the foundation for the digital 
healthcare revolution, offering a crucial chance to enhance personalized treatment and 
promote advancements in medical research [6]. Artificial intelligence (AI) is a widely 
utilized technology that has shown tremendous growth in the past decade. Machine 
learning (ML) is now the most well-recognized division of AI. Most systems that employ 
machine learning techniques utilize them to do predictive analysis. AI and ML are scien-
tific disciplines that employ computer algorithms to acquire knowledge from data, facil-
itate the detection of patterns within data, and generate predictions. Utilizing machine 
learning for predictive analysis can offer a viable answer to the challenge [7], [8], [9].

Previous research has conducted many experiments on utilizing machine learn-
ing to predict nephropathy in diabetic individuals. In 2021, comparison research 
was conducted on machine learning algorithms to predict outcomes for a group 
of 133 patients. The current characteristics are integrated into six machine learn-
ing-based models, specifically LDA, SVM, Logistic Regression, KNN, Naïve Bayes, and 
simulated neural networks. When PCA is used with SVM-RBF, the resulting accuracy 
is 88.7% and the AUC is 0.91 at a cutoff of 0.96 PCA [10]. In 2022, research utilized 
extensive data from 23 diabetes facilities in Italy. The study centered on utilizing the 
XGBoost model to forecast several consequences associated with diabetes. After con-
sidering all the complexities, the model demonstrated an accuracy rate of over 70%, 
with a specific accuracy of 89.7% for nephropathy. Additionally, the model achieved 
an Area Under the Curve (AUC) of more than 80% [11].

The difference from previous research in this area relates to the accuracy of pre-
dicting the occurrence of nephropathy related to albumin levels based on clinical 
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data of diabetic patients at Saiful Anwar hospital, Malang. Considering this, the 
aim of this study is to develop a reliable method to predict albumin levels, which 
can then be used by medical professionals to determine whether kidney failure 
(nephropathy) occurs in such patients. We propose to study the prediction of nephrop-
athy based on albumin values (continuous numerical data). Nephropathy is said to 
occur if the albumin value in the blood is >300, otherwise (albumin value ≤300), it is 
considered normal.

In addition, the accurate setting of parameter values and the imbalance of data 
distribution in each class lowered the performance of various machine learning 
techniques. Therefore, this study proposes collecting the regression of the ensemble 
learning method by adjusting the hyperparameter. By combining the strength of 
various classifier models, high predictive performance is expected.

2	 LITERATURE REVIEW

Numerous studies have investigated the prediction of Diabetic Nephropathy (DN) 
risk through the integration of machine learning and feature extraction methodologies. 
Maniruzzaman et al. (2021) studied to compare machine learning (ML) approaches 
for the identification of risk factors for nephritis. In this work, the researcher uti-
lized principal component analysis (PCA) to identify features in the DN risk prediction 
model. The method used combines machine learning (ML) with PCA to determine the 
optimal cutoff value that yields the highest level of precision. Six machine learning 
methods are then used to apply the best features: CNN, LDA, SVM, Logistic Regression, 
Naïve Bayes, and replicated neural networks. By using a leave-one-out cross-validation  
process, the performance of machine learning-based engineering was evaluated and 
compared using accuracy and area under the curve (AUC) metrics. The study’s find-
ings show that when a Support Vector Machine with Radial Basis Function (SVM-RBF) 
is coupled with Principal Component Analysis (PCA) at a threshold of 0.96 PCA, the 
best degree of accuracy (88.7%) and Area Under the Curve (AUC) (0.91) are attained. 
Also, research on disease detection using the ensemble method of machine learning 
achieved a high-performance accuracy rate [12], [13], [14].

Another research by Nicolucci et al. (2022) is to use big data and machine learn-
ing to create a predictive model for diabetes complications retrieved from electronic 
medical records. Twenty-three centers used data from 147,664 patients during 
fifteen years. Five more facilities carry out external validation. Nephropathy, diabetic 
neuropathy, ophthalmic, cardiovascular, cerebrovascular, and peripheral vascular 
disorders form the six categories of problems addressed in this study. Task 1 uses the 
XGBoost algorithm to forecast the probability that difficulties will arise during the 
next five years. Following this, the technique for predicting concerns is partitioned 
into two temporal phases: the initial phase, anticipated to occur in two years, and the 
succeeding phase, expected to transpire within three to five years. The model was 
evaluated using the ROC curve (AUC) and accuracy rate. It achieved an accuracy of 
70% and AUC of 0.8-0.97. On the other hand, task 2, the accuracy of each prediction 
model is above 70%, and its associated AUC (Area Under the Curve) value topped 
0.85. For peripheral vascular disease and nephropathy, respectively, the percentage 
of sensitivity in predicting the early start of problems is 83.2% and 88.5%.

Furthermore, a study on stack regression was implemented by Gadgil et al. 
(2023) to solve the problem of Customer Lifetime Value prediction. That study 
was compared to the conventional method and showed improvement in the 
stacked regression methods [9][15]. The dataset included in this investigation is 
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called “Online Retail II,” and it consists of the transactions carried out by an online 
retailer situated in the United Kingdom from December 1, 2009 to December 30, 
2011. The employed layered regression approach incorporates meta-learning. Using 
this method, predictions from many basic models—like XGBoost, Random Forest, 
and elasticNet—are integrated. After that, elasticNet, the meta-model, receives the 
combined outputs of these basic models as input. The outcomes show that the sug-
gested layered regression strategy performs better than the selected base model. As 
assessment measures, the lowest Mean Absolute Error (MAE) value of 0.82 and the 
second-lowest Root Mean Square Error (RMSE) value of 1.37 are used. The research 
undertaken by Nsenge Mpia et al. (2023) aims to predict the duration of hospital-
ization for individuals receiving medical care in semi-urban facilities. Additionally, 
the study assesses the efficacy of multiple models in this regard. The information 
utilized was collected at Clinique La Lumière, which is in the Butembo municipality 
of the North Kivu Province in the Democratic Republic of the Congo. The dataset 
comprises 838 samples collected between January 2, 2010, and August 25, 2021. 
The methodology implemented in this research is layered regression. The research 
utilizes a compilation of six unique regression models to develop a model: Random 
Forest, Extra Trees, Decision Tree, XGBoost, Light GBM, and SVR. Individual models 
performed less well than stacked regression, which achieved an accuracy of 91%, 
MAE of 0.12, MSE of 0.14, and RMSE of 0.37.

Using predictive analysis, the study by Cui, et al. (2023) attempts to gain a compre-
hensive comprehension of the rapid charging behavior of electric vehicle consumers 
at stations. The dataset utilized in this study comprises more than 220,000 authen-
tic charging records provided by consumers of electric vehicles at public charging 
stations. Ensemble learning is implemented in this paper using stacked regression 
models, including Ridge, Random Forest, and LightGBM. Each fundamental model 
is initially trained using K-Fold and GridSearch techniques to produce optimal pre-
diction models [16].

3	 RESEARCH METHOD

In this research, patients who were diagnosed with diabetics were used to compile 
a dataset. People who have been diagnosed with diabetic nephropathy are referred 
to the certain characteristic. There are 164 individuals suffering from nephropathy 
and 336 patients living with normal kidney function that is included in this dataset, 
which has a total of 500 rows of patient data. This study employed 80% (395) of the 
data for training and 20% (99) for testing.

3.1	 The proposed method

In general, this research started with clinical data acquisition. This research used 
secondary data from the Information System of medical records in Saiful Anwar 
Hospital, Malang. Then, it is applied preprocessing to improve the data quality, 
including cleansing data, handling missing values, centering data values, and fea-
ture selection by getting the correlation of multivariate data. Then, the data is split 
into training and testing. The stacking regression is implemented from the ensem-
ble method, including Random Forest, CatBoost, and Huber Algorithm using data 
training. By tuning the hyperparameter for the regressor, the result for evaluation 
was achieved. The steps are detailed in Figure 1.
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Fig. 1. General proposed method

Initially, we gather pertinent clinical data from patients diagnosed with diabetes. 
The data may encompass diverse attributes, such as age, creatinine level, creatinine 
urine, and other relevant health indicators. The objective of the class is to determine 
the albumin score. This biomarker is essential for evaluating kidney function. Next, 
we improve the data quality by preprocessing it, which involves addressing miss-
ing values and reducing attribute value variation by normalization on a consistent 
scale. To obtain information about the link between data, we do correlation analysis. 
We choose the attribute with a strong correlation value for the subsequent modeling 
phase. Subsequently, we divided the dataset into separate training and testing sets. 
The training set is utilized for model training, whereas the testing set is employed to 
evaluate the models’ generalization performance.

In the classifier models, such as the one shown in Figure 2, we utilized the training 
data to create a stacking ensemble learning approach. For prediction in the first level, 
we have selected the Random Forest and CatBoost algorithms as regressors. The hyper-
parameters of these regressors are tuned using the grid search approach. Subsequently, 
we employ the Huber algorithm as a meta-learner to make the ultimate prediction. 
Finally, we evaluate their performance by assessing accuracy, Mean Absolute Error 
(MAE), Mean Absolute Percentage Error (MAPE), and Root Mean Square Error (RMSE).

Remark:

–   Regressor model:
     CatBoost and Random
     Forest Algorithm  

–   Meta-regressor:
     Huber Algorithm 

Fig. 2. The architecture of the stacked regression model
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3.2	 Prediction

Prediction models are designed to assist healthcare professionals and patients in 
making decisions regarding the use of diagnostic tests, starting, or stopping treat-
ment, or making lifestyle changes. While not a substitute for clinical treatment, these 
models can provide objective data about a person’s disease risk and avoid some 
of the biases common in clinical decision-making [17]. Moreover, the information 
generated in healthcare is growing very fast and outpacing the capacity of human 
cognition to adequately manage it.

Risk prediction models use patient characteristics to estimate the probability 
that a certain outcome exists or will occur within a certain timeframe. Predictions 
are obtained from the results of regression methods. The regression method is a 
measurement method based on the relationship between one or many other 
variables [18]. This regression method attempts to correlate the existing dependent 
variables with the given independent variables. Regression analysis will produce a 
regression model. In this research, we applied regression method to predict albumin 
value level as threshold for determining nephropathy disease.

Ensemble Method of Machine Learning. The ensemble technique is used to 
improve the performance of prediction purposes. Ensemble learning tends to have 
higher performance evaluation than single model trained with a particular technique 
to reduce the overall error rate and improve model performance [7], [19]. Several 
models can be trained on different parameter sets to create multiple decision bound-
aries on randomly selected data points as training data. Therefore, by using ensem-
ble learning techniques, these problems can be addressed and reduced by training 
multiple algorithms, and the results can be combined to obtain near-optimal results.

The ensemble method can be done by combining the outputs of multiple base 
models in several ways or using multiple methods to select the best base model. 
The stacking technique is one of the ensemble techniques where a meta-learning 
model is used to integrate the outputs of the base models. If the final decision part 
is a linear model, stacking is often referred to as meta-learner [20]. The concept of 
stacking regression was originally given by Wolpert in 1992. In this technique, the 
dataset is randomly divided into J equal parts. For the jth cross-validation, one set is 
used for testing and the rest for training. By training and testing this subset of pairs, 
the predictions of different learning models are obtained and used as meta-data to 
build meta-models. The meta-model makes the final prediction of the other models.

Huber Algorithm. As one of the milestones of robust statistics, Huber regression 
plays an important role in robust inference and estimation. It has also been used in 
a wide variety of applications in machine learning [21]. The regression paradigm 
associated with the Huber loss is referred to as the Huber regression estimator. 
The Huber loss function can be defined as stated in Equations (1) and (2).
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The setting parameters of the Huber algorithm for diabetic nephropathy pre-
diction include an alpha value is 0.1. The Huber regression function controls loss 
by applying a margin of 1.0 and limiting iterations to 100 for maximum control in 
recovery training.
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Random Forest Algorithm. Random Forest consists of a combination of decision 
trees. It improves the classification performance of single-tree classifiers by combin-
ing bootstrap aggregation [7]. It is also called the bagging method and randomiza-
tion in the selection of data partitioning nodes in decision tree construction [22]. 
A decision tree with M leaves divides the feature region into M regions Rm, 1 ≤ m ≤ M. 
For each tree, a Random Forest can be defined as in Equation (3) and (4).
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The study proposed an algorithm controlling the maximum depth in each tree 
and the number of ensemble Random Forest trees using a parameter of 100.

CatBoost Algorithm. CatBoost was developed by researchers and engineers at 
Yandex, a Russian company, in 2017, and released its code in April. CatBoost is the 
latest algorithm in the open-source field in the world today and surpasses other algo-
rithms, such as XGBoost and LightGBM in terms of performance. CatBoost is a boost-
ing algorithm and effectively solves the problems of gradient bias and prediction 
drift. It avoids overfitting, and improves calculation accuracy and generalization 
ability [23]. This method reduces the effects of noise and categorical low frequency 
on data distribution as in Equation (5).
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Where p is the previous term added and a is a weighting factor greater than 0.
CatBoost is a complex algorithm used in machine learning tasks, based on 

gradient-boosted decision trees. It handles categorical features and missing values, 
using formulas to calculate loss functions and optimized metrics. CatBoost’s score 
function measures the quality of gradient approximation, providing functions like 
L2, Cosine, NewtonL2, and NewtonCosine. These functions can improve model 
results and can’t be used with loss guide tree growth policy. This research estab-
lishes parameters for controlling sedentary behavior in CatBoost assemblies, includ-
ing depth of 4 and iterations of 1000, and a learning rate of 0.01, ensuring significant 
body weight change monitoring during each iteration.

3.3	 Tunning grid search hyperparameter

GridSearchCV is a machine-learning technique that uses hyperparameter tuning 
to find the best combination for a given algorithm. It is applied exclusively to the 
training dataset, ensuring its integrity for unbiased evaluation.

The basic principle of the GridSearch method is to divide the grid into a certain 
range and traverse all points in the grid with parameter values C and d. Combined 
with the Cross Validation (CV) method, the parameter value method is obtained. 
Finally, the parameters C and s with the highest accuracy are determined as the 
best parameters [24]. Model optimization is performed by tuning the best hyperpa-
rameters generated from GridSearch. The main parameters optimized are the num-
ber of trees, the maximum number of features to be shared in child nodes, and the 
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level of the trees in each decision tree [25]. In this research, tuning hyperparameters 
is aimed at getting the best combination of the ensembled method’s parameters. 
The following are the steps in using GridSearch:

a)	 To specify the model and parameters to be tuned.
b)	 To determine the range of values for each parameter.
c)	 To create a grid of all possible parameter combinations.
d)	 To train the model for each parameter combination using cross-validation.
e)	 To select the parameter combination that gives the best performance.

3.4	 Performance evaluation

To evaluate the performance, the prediction models were then validated using 
several indicators, including Mean Absolute Error (MAE), Mean Square Error 
(MSE), and RMSE.

Mean Absolute Error (MAE). Mean Absolute Error (MAE) is a statistical tool 
that may be utilized in situations when an outlier is present in the data. According 
to Chicco et al. (2021), MAE does not adequately account for the fact that, due to the 
great number of penciled trainees (because of the presence of outliers), it results 
in the provision of a work schedule that is both standard and variable for the 
model [26]. This is how MAE may be defined in Equation (6).

	 MAE
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Mean Absolute Error (MSE). Mean Square Error (MSE) can be used if there are 
outliers that need to be detected. MSE is great for attributing greater weight to such 
points. If the model ends up producing one very poor prediction, then the squared 
part of the function magnifies the MSE as defined in Equation (7).
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Root Mean Square Error (RMSE). Root Mean Square Error (RMSE) is the square 
root result of the MSE value. The order of regression models based on MSE will be iden-
tical to the order of models based on RMSE. RMSE can be defined as in Equation (8).

	 RMSE
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4	 RESULT AND DISCUSSION

This study employed 80% (395) of the data for training and 20% (99) for testing. 
We utilized a grid search to collect the training data for this study. The optimal param-
eters are subsequently determined. Following that, these parameters are utilized to 
train the model, which is subsequently put to the test. We assessed the effectiveness 
of combining CatBoost and Random Forest algorithms as regressor models. Then, 
Huber algorithm is implemented as the meta-regressor. The use of stacking regres-
sion in ensemble learning techniques is addressed to achieved high-performance 
diagnosis of diabetic nephropathy. Our findings indicate promising outcomes in 
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terms of prediction accuracy and model resilience. We discovered that the stack 
regression model outperformed the individual base models (CatBoost and Random 
Forest) and traditional regression techniques. The stack regression ensemble was 
more successful in recognizing the intricate patterns. CatBoost is known for its 
robust handling of categorical variables and gradient boosting framework. On the 
other hand, the Random Forest provided stability and generalization ability with its 
ensemble of decision trees and inherent resistance to overfitting.

This meta-regressor helped to improve the predictions made by the underlying 
models, which led to a more accurate and dependable final projection. In terms of 
model interpretability, the stack regression ensemble provided valuable information 
regarding the underlying relationships between predictor variables and the incidence 
of diabetic nephropathy. By merging the predictions of many models, the ensemble 
approach assisted in the diagnosis and treatment decision-making process by offer-
ing a comprehensive understanding of the factors underlying the disease. Our results 
show that stacking regression is an effective ensemble learning method for diagnos-
ing diabetic nephropathy. Combined with the stability of the Huber algorithm as the 
meta-regressor and the complementary capabilities of Random Forest and CatBoost 
as regressor models, we were able to obtain excellent prediction performance and 
improved interpretability of the model. This has enhanced clinical decision support 
and patient outcomes when it comes to the diagnosis of diabetic nephropathy.

GridSearchCV evaluates each hyperparameter combination using cross-validation 
techniques, mitigating the risk of overfitting. The best hyperparameter combination is 
identified, representing the model’s optimal configuration. The trained model is then 
used to train the final model, fine-tuning it to achieve the best possible performance 
based on the training data. Finally, the trained model is evaluated on the testing dataset, 
providing an unbiased assessment of its effectiveness in real-world scenarios. In the 
Huber regression model, GridSearch was employed to determine the optimal parame-
ters among a selection, including ‘alpha’: [0.1, 0.5, 1.0], ‘epsilon’: [1.0, 1.5, 2.0], and ‘max_
iter’: [100, 200, 300]. The best parameter values obtained were ‘alpha’: 0.1, ‘epsilon’: 1.0, 
and ‘max_iter’: 100. These values include alpha: 0.1, epsilon: 1.0, and max_iter: 100. 
Then, they were applied in tuning the model and the result is shown in Figure, 3.

Fig. 3. Diabetic nephropathy prediction using huber algorithm

Conversely, the optimal parameters for DN prediction using Random Forest 
with tuning hyperparameters via Grid Search. They were identified from a set of 
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alternatives, which included the values ‘n_estimators’ (100, 200, 300) and’max_depth’ 
(None, 10, 20). The optimal value of the parameters obtained was ‘n_estimators’: 
100 and’max_depth’, and None. By tuning of these parameters (max_depth: None, 
n_estimators: 100), the model was performed as in Figure 4.

Fig. 4. Diabetic nephropathy prediction using random forest algorithm

The parameters are optimized through GridSearch in CatBoost for Diabetic 
Nephropathy prediction. The optimal values for ‘iterations’ (ranging from 100 to 500 
to 1000), ‘depth’ (from 4 to 6), and ‘learning_rate’ (from 0.1 to 0.2) were determined 
through hyperparameter tuning via GridSearch. The optimal configuration of the 
parameters was as follows: ‘depth’ = 4, ‘iterations’ = 1000, and ‘learning_rate’ = 0.01. 
Then, the tuning of the parameters (depth: 4, iterations: 1000, learning_rate: 0.01), 
the model was produced as shown in Figure 5.

Fig. 5. Diabetic nephropathy prediction using catboost algorithm

Finally, a stacked regressor was utilized for the purpose of Diabetic Nephropathy 
prediction. This regressor included both CatBoost and Random Forest as regressors, 
and Huber was utilized as the meta regressor component. Figure 6 illustrates the 
outcomes of the model.
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Fig. 6. Diabetic nephropathy prediction using stacking regression algorithm

The correlations among variables, such as Patient ID, Semi-quantitative UACR, 
Quantitative UACR, and Urinary Creatinine, were thoroughly investigated in the 
analysis of clinical data from diabetes patients. To find out if these factors were 
dependent on each other, this study analysis multivariate correlations. Significant 
prediction possibilities within the dataset were suggested by the strong correlation 
coefficients that were obtained. Out of all the variables, Semi-quantitative UACR, 
Quantitative UACR, and Urinary Creatinine had the strongest association values as 
shown in Figure 7. Their possible significance as diabetes patient data predictors 
was highlighted by these results.

Fig. 7. Multivariate correlation in diabetic nephropathy prediction
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Subsequently, models were constructed to identify predictive determinants 
based on test data. As a result, predictions achieved various levels of high accu-
racy and had a low error rate. Comprehensive knowledge of prediction capa-
bilities and performance indicators of the model being evaluated is shown in 
Tables 1 to 6.

Table 1. Performance of error rate for model (1): patient ID, semi-quantitative UACR,  
quantitative UACR, and Urinary Creatinine

Model Duration MAE MSE RMSE RMSE 
(CV) MAPE Accuracy  

(1-MAPE)

RandomForestRegressor 0.564 0.021 0.003 0.055 0.071 0.020 0.980

StackingRegressor 4.896 0.020 0.003 0.051 0.072 0.019 0.981

CatBoostRegressor 5.320 0.024 0.004 0.065 0.064 0.187 0.813

Huber 0.036 0.066 0.026 0.160 0.151 0.091 0.909

Table 2. Performance of error rate for model (2): age, semi-quantitative UACR,  
quantitative UACR, and Urinary Creatinine

Model Duration MAE MSE RMSE RMSE 
(CV) MAPE Accuracy  

(1-MAPE)

RandomForestRegressor 0.461 0.021 0.003 0.055 0.071 0.020 0.980

StackingRegressor 4.259 0.020 0.003 0.051 0.072 0.019 0.981

CatBoostRegressor 2.749 0.024 0.004 0.065 0.064 0.187 0.813

Huber 0.026 0.066 0.026 0.160 0.151 0.091 0.909

Table 3. Performance of error rate for model (3): patient ID, age, semi-quantitative UACR,  
quantitative UACR, and Urinary Creatinine

Model Duration MAE MSE RMSE RMSE 
(CV) MAPE Accuracy  

(1-MAPE)

StackingRegressor 4.069 0.021 0.003 0.050 0.072 0.021 0.979

RandomForestRegressor 0.635 0.022 0.003 0.053 0.073 0.022 0.978

CatBoostRegressor 1.629 0.025 0.004 0.063 0.070 0.046 0.954

Huber 0.031 0.067 0.026 0.162 0.147 0.062 0.938

Table 4. Performance for model (4): semi-quantitative UACR, quantitative UACR, and Urinary Creatinine

Model Duration MAE MSE RMSE RMSE 
(CV) MAPE Accuracy  

(1-MAPE)

RandomForestRegressor 0.372 0.019 0.002 0.046 0.069 0.017 0.983

StackingRegressor 4.186 0.018 0.002 0.043 0.069 0.016 0.984

CatBoostRegressor 0.817 0.022 0.004 0.059 0.069 0.021 0.979

Huber 0.039 0.054 0.020 0.140 0.228 0.054 0.946
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Table 5. Performance for model (5): quantitative UACR and Urinary Creatinine

Model Duration MAE MSE RMSE RMSE 
(CV) MAPE Accuracy  

(1-MAPE)

CatBoostRegressor 0.778 0.014 0.001 0.032 0.062 0.028 0.972

StackingRegressor 4.146 0.016 0.001 0.037 0.068 0.016 0.984

RandomForestRegressor 0.365 0.016 0.002 0.039 0.068 0.016 0.984

Huber 0.023 0.051 0.016 0.128 0.228 0.047 0.953

Table 6. Performance of error rate for five models in stacking regressor model

Model Duration MAE MSE RMSE RMSE 
(CV) MAPE Accuracy

(1-MAPE)

StackingRegressor (5) 4.146 0.016 0.001 0.037 0.068 0.016 0.984

StackingRegressor (4) 4.186 0.018 0.002 0.043 0.069 0.016 0.984

StackingRegressor (2) 4.259 0.021 0.002 0.048 0.069 0.018 0.982

StackingRegressor (1) 4.896 0.020 0.003 0.051 0.072 0.019 0.981

StackingRegressor (3) 5.350 0.021 0.003 0.050 0.072 0.021 0.979

The main contribution of our study lies in the introduction of the accumu-
lation regressor as a new approach to addressing the predictive task for diabetic 
nephropathy. This study aims to explore the potential benefits of combining sev-
eral regression models through accumulations to improve prediction performance 
in this domain. Based on the experimental result, the stacking regressor method 
does not show a significant improvement compared to Random Forest in terms of 
predictive outcomes while the longer training time and inference are associated to 
accumulation regressors compared to Random Forest.

5	 CONCLUSION AND FUTURE WORK

This research provides strong evidence that ensemble learning methods – in 
particular, stacking regressor – are useful in predicting diabetic nephropathy. The 
experimental results show that the albumin-to-creatinine (UACR) ratio of urine and 
urine creatinine works well to detect diabetic nephropathy. The results also analyze 
the importance of feature selection as a powerful predictor factor. However, based 
on results, the stacking regressor method does not show a significant improve-
ment compared to Random Forest in terms of predictive outcomes. While the high 
computation time in training data and inference is associated with accumulation 
regressors compared to Random Forest, computing efficiency is an important con-
sideration, especially in practical applications where runtime performance requires 
further research. Therefore, it is required to enhance ensemble learning techniques 
in predicting diabetic nephropathy, especially in computational time.

6	 DATA AVAILABILITY

The dataset and source code of this research can be access at URL: https://github.
com/amiragn/Prediction-of-Nephropathy-in-Diabetic-Patients.
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