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PAPER

Mobile Application Based on Convolutional Neural 
Networks for Pterygium Detection in Anterior Segment 
Eye Images at Ophthalmological Medical Centers

ABSTRACT
This article introduces an innovative mobile solution for Pterygium detection, an eye disease, 
using a classification model based on the convolutional neural network (CNN) architecture 
ResNext50 in images of the anterior segment of the eye. Four models (ResNext50, ResNet50, 
MobileNet v2, and DenseNet201) were used for the analysis, with ResNext50 standing out for 
its high accuracy and diagnostic efficiency. The research, focused on applications for ophthal-
mological medical centers in Lima, Peru, explains the process of development and integration 
of the ResNext50 model into a mobile application. The results indicate the high effectiveness 
of the system, highlighting its high precision, recall, and specificity, which exceed 85%, thus 
showing its potential as an advanced diagnostic tool in ophthalmology. This system represents 
a significant tool in ophthalmology, especially for areas with limited access to specialists, offer-
ing a rapid and reliable diagnosis of Pterygium. The study also addresses the technical chal-
lenges and clinical implications of implementing this technology in a real-world context.

KEYWORDS
automatic pterygium classification, deep learning system, photograph of anterior segment of 
the eye, pterygium detection

1	 INTRODUCTION

Pterygium is an ocular disease that involves the abnormal growth of tissues cov-
ering the corneal regions, preventing light from passing through the pupil partially 
or completely, which can lead to discomfort, blurred vision, and even a predispo-
sition to other chronic diseases such as blindness [1]. Currently, there are highly 
effective methods for pterygium treatment; however, these methods are inefficient 
due to numerous limitations. One major limitation is the need to have a specialized 
ophthalmologist with extensive experience in the field, who must manually classify 
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the areas of the eye image, resulting in a tedious and time-consuming process [2]. 
Regardless of the ophthalmologist’s experience, both classification and interpreta-
tion of results are subject to a certain degree of subjectivity, potentially affecting 
the diagnosis [3]. In terms of cost, the ophthalmological examination process and 
diagnostic tools are expensive and time-consuming, limiting accessibility to these 
resources, especially in rural areas [3], [4].

In this context, Artificial Intelligence (AI), specifically deep learning, has gained 
prominence in recent years, as it is characterized as a unique category of machine 
learning approach that employs multiple layers to gradually extract more sophisti-
cated features from the original input. Which, in [5], show that it is advantageous, since 
when working with data in matrix format, such as pixels in an image or frames in a 
video, it allows a more complex representation of the information. This technology, 
in the field of ophthalmology, has given rise to numerous research efforts focused on 
the detection of ocular diseases using Convolutional Neural Networks (CNN). In [6], 
the detection of pterygium was proposed through an RFRC model (Faster RCNN 
based on ResNet101) and the SRU-Net model (U-Net based on SE-ResNeXt50) for its 
segmentation. Additionally, in [7], the use of deep learning algorithms for automatic 
pterygium detection was proposed, employing the VGG16 model. However, there 
are few studies employing ResNext50 model, which has shown successful results 
in detecting other eye diseases, such as the categorization of patients with diabetic 
retinopathy [8]. Moreover, none of the mentioned studies demonstrate the imple-
mentation of the detection model in mobile applications, which is crucial to provide 
solutions to medical centers that need them.

In this article, we present the development of a system aimed at detecting 
Pterygium disease, which consists of a mobile application, using a detection model 
in the anterior segment of the eye images based on the ResNext50 Convolutional 
Neural Network (CNN) architecture trained with an external dataset provided by 
the Peruvian Pterygium Center [9] and the authors of the articles [4], [10], [11], [12]. 
Through this application, users can take a photograph using their phone’s camera, 
allowing the detection of the presence and severity of pterygium in the patient (mild 
or advanced). The development also involves the selection and training of the CNN 
model among 4 architectures (ResNext50, ResNet50, MobileNet v2, and DenseNet201) 
following the KDD methodology. The results indicate that the ResNeXt-50 architec-
ture achieved a maximum accuracy of 86%, a maximum F1 score of 88%, a max-
imum recall of 90%, a maximum specificity of 95%, and an accuracy of 89% for 
our dataset.

The rest of the article is structured as follows: In the second section, a literature 
review will be presented. The design of the final solution is described in section 3. 
Section 4 details the model implementation. This includes description and architec-
ture, dataset creation, experimental environments definition and results, confusion 
matrix and ROC curve. The integration into the mobile application will be detailed 
in Section 5. Finally, the discussion and conclusion will be presented in sections 6 
and 7, respectively.

2	 RELATED WORK

Currently, there is a wide variety of research on the performance of Artificial 
Intelligence (AI) and Deep Learning (DL) in different areas, such as education [13] and 
work [14]. The health field is particular due to the different specialties that exist and 
the rigor that must be applied in research aimed at DL solutions so that doctors trust 
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their results. Thus, in the field of ophthalmology, a wide range of research has been 
carried out on ocular diseases, including pterygium (see Table 1), oriented towards 
different approaches. Among the found models, they can be categorized into two 
groups: segmentation and classification. In segmentation, the group of pixels in the 
anterior segment images that exclusively correspond to the pterygium-infected area 
is separated or highlighted from the rest. Notable architectures in this group include 
classic segmentation models already applied to pterygium, such as U-Net, DeepLab, 
Fully Convolution Network (FCN), SegNet, PSPNet, ENet, DenseNet [1], [15], obtaining 
efficient results. In [1], an accuracy of 93.33% is achieved, while in [15], a maximum 
of 91.67% is reported. Additionally, models based on architectures commonly used 
for detection, as in [16] comparing AlexNet, ResNet, and VGG16, achieve an accuracy 
of 99% for the latter. Another segmentation application for pterygium is presented 
in [2], where an accuracy of 91.27% is achieved using SVM.

On the other hand, classification involves determining whether the input ante-
rior segment photographed image (ASPI) belongs to a class, usually corresponding 
to the severity of the disease. In this group, numerous applications focus on detect-
ing various eye diseases such as diabetic retinopathy [17], glaucoma [18], macu-
lar degeneration [19], among others. Most of these investigations use models like 
ResNet50, AlexNet, LSTM, and Inception, which have also been applied to pteryg-
ium. Common models include VGG16 [4], [7], [20], [21], ResNet, in some of its vari-
ants such as ResNet18, ResNet50, or ResNet101, [4], [20], [21], AlexNet and GoogleNet 
[4], [20]. Other architectures not as common but also relevant include DenseNet201 
[4], the EfficientNet family [22] and the MobileNet family. Among all these models, 
the ones that stood out the most in their respective studies were VGG16 with a maxi-
mum specificity of 100% for a dataset of 772 ASPIs, EfficientNet-B6 with a specificity 
of 99.64% for a dataset of 1220 ASPIs, and MobileNet2 with a specificity of 98.43% 
for a dataset of 436 ASPIs.

Additionally, a relatively new architecture called ResNext50, a variant of ResNet50, 
was found with interesting results. This architecture has been applied outside the 
ocular domain, as seen in [23], [24], [25], where it achieved better results than other 
cited models. In the study [23], the model achieved a 99% accuracy and a maximum 
of 100% precision and recall in detecting harmful algae, surpassing MobileNet-V2, 
VGG16, and AlexNet. In [25], ResNext101 was combined with DenseNet169 and 
XceptionNet41, resulting in an F1 score of 87.74% and an accuracy of 95.75% in 
detecting alopecia. In [24], on the other hand, it achieved an accuracy of 99.32%, 
specificity of 99.01%, and recall of 100% in detecting COVID-19, surpassing AlexNet, 
GoogleNet, ResNet-50, Se-ResNet-50, DenseNet121, Inception V4, and Inception 
ResNet V2. In the field of ophthalmology, it has also been applied to diabetic retinopa-
thy in [8], outperforming AlexNet, GoogleNet, Inception V4, and Inception ResNet V2 
with an accuracy of 97.53%, specificity of 97.92%, and recall of 95.35% for a dataset 
of 5333 fundus images. Although this model has been applied to pterygium before, 
a modification of it was used for disease segmentation in [6], where SRU-Net (U-Net 
based on SE-ResNeXt50) is proposed and achieved an F1 score of 89.81%, sensitivity 
of 87.09%, specificity of 96.68%, and AUC of 92.95% in pterygium segmentation with 
20,987 images taken with slit-lamp and 1,094 images taken with smartphones.

According to the research carried out, ResNext50 has demonstrated significant 
potential both within and beyond the ophthalmological field, as evidenced by results 
that even surpass several well-known models. Therefore, this research proposes the 
development of a model based on ResNext50 for the detection and classification 
of pterygium. The following Table 1 provides a summary of the research con-
ducted to date.
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Table 1. List of studies reviewed during the state-of-the-art phase

Item Illness Approach Architectures Dataset Best Result Resource

1 Pterygium Segmentation 
and 
Classification

Artificial Neural Network 
(ANN) and Support Vector 
Machine (SVM)

3017 ASPIs Segmentation 
Accuracy: 0.9127 
Classification 
Sensitivity: 88.7% 
Specificity: 88.3% 
AUC: 95.6%

[2]

2 Pterygium Detection VGG 16 1366 with 
pterygium and 1566 
without pterygium

Sensitivity: 87.2% 
Specificity: 99.4% 
AUC: 99.7%

[7]

3 Pterygium Segmentation Group-PPM-Net (based 
on FC-DenseNet) 
DeepLab V3 
Stacked U-Net 
PSP-Net 
FCN 
FC-DenseNet 
U-Net 
DeepLab V2 
SegNet

328 ASPIs Group-PPM-Net: 
Accuracy: 0.9330 
Intersection over 
union: 0.8640 
Hausdorff 
distance: 11.5474 
Jaccard index: 0.7966

[1]

4 Pterygium Classification 
and 
Segmentation

CLASSIFICATION 
RFRC (based on ResNet101) 
SEGMENTATION 
SRU-Net (based on 
SE-ResNeXt50)

20987 from slit 
lamp and 1094 from 
smartphone

CLASSIFICATION 
Accuracy: 95.24% 
Average: 0.9563 
Intersection over 
union: 0.9100 
SEGMENTACION 
F1 score: 0.8981 
Sensitivity: 0.8709 
Specificity: 0.9668 
AUC: 0.9295

[6]

5 Pterygium Detection VggNet16-wbn (based 
on VggNet16) 
AlexNet 
VggNet16 
VggNet19 
GoogleNet 
ResNet101 
DenseNet201

772 ASPIs VggNet16-wbn: 
Accuracy: 99.22% 
Sensitivity: 98.45% 
Specificity: 100.0% 
AUC: 100%

[4]

6 Pterygium Classification Based on EfficientNet-B6 1220 ASPIs Accuracy: 94.68% 
Kappa: >85% 
Sensitivity: 100% 
Specificity: 99.64% 
F1-scores: 99.74% 
AUC: 100%

[22]

7 Pterygium Classification MobileNet2 
MobileNet1 
AlexNet 
VGG16 
ResNet18

436 ASPIs MobileNet2: 
Sensitivity: 96.72% 
Specificity: 98.43% 
F1-scores: 96.72% 
AUC: 0.976 
Accuracy: 85.11% 
Kappa: 77.64%

[21]

(Continued)
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Table 1. List of studies reviewed during the state-of-the-art phase (Continued)

Item Illness Approach Architectures Dataset Best Result Resource

8 Pterygium Segmentation AlexNet
VGG16
ResNet18
ResNet50

367 with 
Pterygium and 367 
without Pterygium

VGG16: 
Accuracy: 99% 
Kappa: 98% 
Sensitivity: 98.67% 
Specificity: 99.33% 
F1-score: 99%

[16]

9 Pterygium Detection and 
classification

Ensemble DL (Resnet18, 
Alexnet, Googlenet y Vgg11)

172 ASPIs Ensemble DL: 
Accuracy: 94,2% 
AUC: 0,978%

[20]

10 Pterygium Segmentation Unet 176 with 
Pterygium and 61 
without Pterygium

Sensitivity: 80%–91,67%
Specificity: 
91,67%–100%
F1score: 81,82%–94,34%
Accuracy: 86,67%–91,67%

[15]

11 Macular 
Degeneration

Classification HDF-Net 
ResNet50 
AlexNet

No info HDF-Net: 
AUC: 98.9% 
Accuracy: 93.6% 
Sensitivity: 93.3% 
Specificity: 93.8%

[19]

12 Diabetic 
retinopathy

Classification Xception 
IncResNet 
ResNet 
Inception

35126 
fundus images

Accuracy: 89%–95% 
AUC: 95%–98% 
Sensitivity: 74%–86% 
Specificity: 93%–97%

[17]

13 Glaucoma Classification LSTM 11242 
fundus images

Accuracy: 91%–93% 
AUC: 0.89%–0.93%

[18]

14 Harmful bloom-
forming algae

Classification MobileNet V-2 
VGG-16 
AlexNet 
ResNeXt-50

450 algal images ResNeXt-50: 
Accuracy: 99% 
F1 score: 100% 
Precision: 100% 
Recall: 100%

[23]

15 Alopecia Classification ResNet 
ResNeXt 
DenseNet 
XceptionNet

18249 
alopecia images

ResNext101 + 
DenseNet169 + 
XceptionNet41: 
F1 score: 87.74% 
Accuracy: 95.75%

[25]

16 Covid-19 Classification AlexNet
GoogleNet ResNet-50
Se-ResNet-50 DenseNet121 
Inception V4
Inception ResNet V2
ResNeXt-50
Se-ResNeXt-50

728 confirmed 
Covid-19 images

Se-ResNeXt-50: 
Accuracy: 99.32% 
Recall: 100% 
Specificity: 99.01% 
Precision: 97.83% 
F1: 98.9%

[24]

17 Diabetic 
retinopathy

Classification AlexNet 
GoogleNet 
Inception V4 
Inception ResNet V2 
ResNeXt-50

5333 fundus images ResNeXt-50: 
Accuracy: 97.53% 
Precision: 89.13% 
Specificity: 97.92% 
Recall: 95.35% 
F1 score: 86.31%

[8]
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3	 OVERVIEW OF THE PROPOSED SYSTEM

The system allows ophthalmological specialists to capture images of the anterior 
segment of patients’ eyes through a mobile application developed in Flutter, compat-
ible with both Android and iOS devices. Captured images are sent over the Internet 
and processed in the AWS (Amazon Web Services) cloud, where the following com-
ponents are located:

1.	 Backend: Responsible for managing communication with the database and the 
detection model. This module transmits the captured images to the detection 
model and receives the results for further processing.

2.	 Dockerized Container: Flask web service that uses the trained classification 
model with the ResNext50 architecture. This module receives the ASPIs for pro-
cessing and returns the results.

3.	 Database: Responsible for storing information about specialists and patients, 
including captured images and detection results.

The flow depicted in Figure 1 provides a visual representation of the mentioned 
components and how they are interconnected.

Fig. 1. Integrated architecture of the proposed system. (a) Mobile application used by a specialist. 
(b) Backend. (c) Dockerized container with the detection model. (d) Database

https://online-journals.org/index.php/i-joe
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4	 MODEL

4.1	 Methodology

The methodology employed, Knowledge Discovery in Databases (KDD), is illus-
trated in Figure 2, comprising 5 stages. In the Selection stage (1), the data (ASPI) 
is identified, and then, in the Preprocessing stage (2), data cleaning, handling of 
missing values, data division by class, etc., are performed. Following this, in the 
Transformation stage (3), data balancing is carried out using libraries that generate 
images based on variations of the existing image data. In the fourth stage, Data train-
ing is conducted by assigning different weights to classes inversely proportional to 
the amount of data per class. For this phase, pre-trained prediction models such 
as ResNext50, ResNet50, MobileNet v2, and DenseNet201 were utilized and com-
pared. Finally, in the last stage, the results obtained by the models are evaluated and 
interpreted.

Fig. 2. Implementation flow of the model using KDD methodology

4.2	 Data description

The set of ASPI images was provided by the Peruvian Pterygium Center [9] and 
the authors of the articles [4], [10], [11], [12]. There are 534 ASPIs, of which 474 were 
captured using a slit lamp and 60 were captured by smartphones. These were clas-
sified by an ophthalmic surgeon into 3 classes as shown in Figure 3: Normal (101), 
Mild Pterygium (167), and Severe Pterygium (266), where the latter suggests under-
going the surgery process.

Fig. 3. Classification of ASPIs: (a) Normal. (b) Mild Pterygium. (c) Severe Pterygium

https://online-journals.org/index.php/i-joe
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4.3	 Convolutional neural network architecture

Four pre-trained CNN architectures (ResNext50, ResNet50, MobileNet v2, and 
DenseNet201) were selected with ImageNet weights. The results obtained were evalu-
ated to identify the architecture with the best performance, which will be implemented 
in the proposed mobile solution. The fine-tuning technique will be used to take advan-
tage of the prior knowledge of the pre-trained models during the classification of ASPIs.

ResNext50. This architecture was proposed in 2016 as an improvement to the 
ResNet50 architecture [26]. It is characterized by a simple and highly modular structure. 
Additionally, it introduces the concept of “cardinality” associated with the dimensions 
of depth and width of the transformation step, enhancing its capability in specific tasks 
such as image classification. The structure comprises five distinct sections, including 
convolutional blocks and identity blocks. Each convolutional block consists of three con-
volutional layers, while each identity block incorporates three transformation stages. 
The SE block is employed as a calculation unit that converts inputs into feature maps 
and is compatible with various convolutional neural network architectures and resid-
ual networks. This SE block is placed before performing the sum, increasing the compu-
tational load but, in return, enhancing the accuracy of the ResNext-50 model compared 
to the ResNet-50 model. The complete architecture of ResNext50 is illustrated in Figure 4.

Fig. 4. Pre-trained architecture of ResNeXt-50

ResNet50. In this architecture, the layers of the network are redesigned through 
learning, employing residual functions related to the inputs of each layer. ResNet, 
also known as a residual network, introduces the concept of skip connections to 
address the issue of vanishing gradients [24]. This technique prevents distortions that 
may arise when increasing the depth and complexity of the network, facilitating the 
creation of deeper Convolutional Neural Networks (CNNs) without impacting accu-
racy. ResNet was one of the first CNNs to implement batch normalization. ResNet-50 
consists of 50 layers and includes a convolutional layer, four convolutional blocks, a 
max pooling layer, and an average pooling layer, designed to mitigate the decrease 
in accuracy. The ResNet-50 architecture is illustrated in Figure 5.

Fig. 5. Pre-trained architecture of ResNet-50
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MobileNet v2. MobileNet is a simplified architecture that employs depth-wise 
separable convolutions to make deep convolutional neural networks lightweight, 
providing an efficient model for flexible and embedded vision applications. 
MobileNet relies on depth-wise separable convolutions, consisting of two inner 
core layers: depth-wise convolutions and point-wise convolutions [23]. Moreover, 
it is specifically designed for mobile and embedded devices. This study focuses 
on transfer learning using the MobileNet model with an inverted residual struc-
ture. Its basic network structure mainly includes convolutional layers, bottleneck 
layers, and an average pooling layer. The MobileNet v2 architecture is illustrated 
in Figure 6.

Fig. 6. Pre-trained architecture of MobileNet v2

DenseNet201. DenseNet is often compared to ResNet, as this architecture is 
the logical extension of ResNet. There are advantages in terms of significantly 
reducing the number of parameters, improving feature propagation, and avoid-
ing gradient vanishing [25]. DenseNet is composed of convolutional layers, max 
pooling layers, global average pooling layers, dense blocks, and transition layers. 
Dense blocks employ 1×1 and 3×3 convolutions to decrease the number of param-
eters required for model optimization. Transition layers combine a 1×1 convo-
lutional layer with a 2×2 average pooling layer. DenseNet addresses challenges 
related to training time by using the output of each layer as the input for the next 
one. Additionally, it leverages gradient values from the loss function to facilitate 
a reduction in time and computational cost. The architecture of DenseNet201 is 
illustrated in Figure 7.

Fig. 7. Pre-trained architecture of DenseNet201

4.4	 Valuation metrics

In [27], a series of indices and formulas commonly used for the evaluation of 
ophthalmic diagnostic models with artificial intelligence are established. In this list, 
there are Sensitivity, Specificity, Accuracy, Precision, and F1 score formulas, which 
will be used to evaluate the results of the different architectures mentioned:
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The F1 score is employed to validate the outcome of preprocessing techniques, 
as it is a weighted harmonic mean of precision (Pr) and recall (Rc) [28]. Additionally, 
this metric considers true positives and false positives (TP and FP), as well as true 
negatives and false negatives (TN and FN). Therefore, a higher F1 score indicates 
greater predictability of the system. The following equation represents mathemati-
cally what has been described.

	 F1 = (2 × Pr × Rc) ÷ (Pr + Rc)	 (1)

Precision focuses on the quality of positive predictions, as it measures the pro-
portion of successfully predicted positive cases relative to the total predicted pos-
itive cases. A high value of this metric indicates that the model has a low false 
positive rate, that is, when it predicts a case as positive, it is likely to be correct. 
The following equation represents mathematically the definition of precision 
as the ratio of true positives (TP) over the sum of true positives and false posi-
tives (FP).

	 Pr = TP ÷ (TP + FP)	 (2)

The recall or sensitivity evaluates the model’s ability to successfully identify the 
positive cases existing in the dataset. A high recall value indicates that the model is 
good at detecting most positive cases, minimizing false negatives. It is mathemati-
cally represented by the following equation:

	 Rc = TP ÷ (TP + FN)	 (3)

Accuracy is another metric used to measure the models’ precision in classifica-
tion tasks. It is calculated as the ratio between the number of correct predictions and 
the total number of observations or examples. The following equation shows the 
formula for calculating this metric.

	 Accuracy = (TP + TN) ÷ (TP + TN + FP + FN)	 (4)

Specificity is employed to assess a model’s ability to correctly identify true nega-
tives. It is useful in contexts where minimizing false positives is crucial. The follow-
ing equation mathematically represents the definition.

	 Especificidad = (TN) ÷ (TN + FP)	 (5)

Finally, the Area Under the ROC Curve (Receiver Operating Characteristic), a 
curve that plots the true positive rate (sensitivity) against the false positive rate 
(1 – specificity) for different cutoff points. AUC is the area enclosed by the curve and 
the X-axis. It can be used to measure the performance of classification models, with 
values typically ranging between 0.5 and 1. A higher AUC value suggests better clas-
sification performance.

4.5	 Creating the data set

A custom dataset composed of images of the anterior segment of the eye is cre-
ated, intended for classification of the severity level of pterygium. The images, pre-
viously labeled by a specialist ophthalmologist from the Peruvian Pterygium Center, 
are distributed for training, testing and validation in proportions of 70%, 15%, and 
15%, respectively, as detailed in Figure 8.
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To improve the generalization capacity of the model, a data augmentation 
approach has been implemented that allows including strategic variations such 
as brightness adjustments, contrast, introduction of Gaussian noise, sharpening, 
gamma variation and manipulation of RGB channels. The choice of this technique is 
based on replicating varied capture conditions, simulating the diversity in lighting 
and other factors present in the images captured using a smartphone camera, which 
will serve as the main interface for the mobile application.

Introducing variability into the training images makes it easier for the model 
to learn more robust patterns and thus generalize more effectively to new images. 
Other generic methods such as horizontal or vertical flip may not capture the 
complexity of variability in ophthalmic image capture, which could limit the 
model’s ability to make accurate predictions in the real-world mobile application 
environment.

Additionally, a class weighting approach was adopted to mitigate the imbal-
ance in class distribution. This strategy was applied during model training to 
assign specific weights to each class, ensuring that the model was not biased by 
the prevalence of each pterygium severity category relative to the others. Finally, 
the images were normalized to a standard resolution of 224 pixels wide by 
224 pixels high.

Fig. 8. Distribution of the data set for each class

4.6	 Experimental environments

The experimental process was based on 4 pre-trained architectures with ImageNet 
weights. All experiments were conducted using the Stochastic Gradient Descent 
(SGD) optimizer and the categorical cross-entropy loss function, with a batch size of 
32, 35 epochs, and a softmax output layer.

4.7	 Experimental result

The methodology proposed in this work was based on evaluating the models 
using F1, precision, recall, and accuracy metrics. The F1 score varies across differ-
ent classes (Normal, Mild Pterygium, and Severe Pterygium). For the Normal class, 
MobileNet v2 has the highest F1 score (86%); for the Mild Pterygium class, ResNext50 
has the highest score (85%), and for the Severe Pterygium class, ResNext50 and 
DenseNet201 generated the highest value (93%). Table 2 displays the F1 scores 
with data augmentation for each model, where ResNext50 has the highest average 
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F1 score (88%) compared to other models. Data augmentation was applied to both 
training and validation data.

Table 2. F1 scores for each model with data augmentation

Architecture
Class

Total Score
Normal Mild Pterygium Severe Pterygium

ResNext50 0.85 0.85 0.93 0.88

ResNet50 0.75 0.72 0.87 0.78

MobileNet v2 0.86 0.74 0.86 0.82

DenseNet201 0.83 0.82 0.93 0.86

For precision, in the Normal class, ResNext50 has the highest value (79%); for the 
Mild Pterygium class, DenseNet201 has the highest score (86%), and for the Severe 
Pterygium class, ResNet50 generated the highest value (100%). Table 3 shows the 
precisions with data augmentation for each model, where ResNext50 has the highest 
average value (86%) compared to the other models.

Table 3. Precision of each model with data augmentation

Architecture
Class

Total Score
Normal Mild Pterygium Severe Pterygium

ResNext50 0.79 0.83 0.97 0.86

ResNet50 0.6 0.71 1 0.77

MobileNet v2 0.75 0.80 0.87 0.81

DenseNet201 0.71 0.86 0.97 0.85

For the recall metric, in the Normal class, there was a tie between the ResNet50, 
DenseNet201, and MobileNet v2 models with the maximum score (100%); for the 
Mild Pterygium class, ResNext50 has the highest score (87%), and for the Severe 
Pterygium class, both ResNext50 and DenseNet201 generated the highest value 
(90%). Table 4 shows the recall with data augmentation for each model, in which 
ResNext50 has the highest average value (90%) compared to the other models.

Table 4. Recall of each model with data augmentation

Architecture
Class

Total Score
Normal Mild Pterygium Severe Pterygium

ResNext50 0.92 0.87 0.90 0.90

ResNet50 1 0.74 0.77 0.84

MobileNet v2 1 0.70 0.85 0.85

DenseNet201 1 0.78 0.9 0.89

For the specificity metric, in the Normal class, ResNet50 achieved the maxi-
mum score (95%); for the Mild Pterygium class, DenseNet201 has the highest value 
(94%), and for the Severe Pterygium class, ResNet50 generated the highest value 
(100%). Table 5 shows the specificity with data augmentation for each model, where 
ResNext50 has the highest average value (95%) compared to the other models.
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Table 5. Specificity of each model with data augmentation

Architecture
Class

Total ScoreNormal Mild Pterygium Severe Pterygium

ResNext50 0.95 0.92 0.97 0.95
ResNet50 0.87 0.86 1 0.91
MobileNet v2 0.94 0.92 0.86 0.91
DenseNet201 0.92 0.94 0.97 0.94

Finally, an accuracy of 89% was achieved for ResNext50, 80% for ResNet50, 82% 
for MobileNet v2, and 88% for DenseNet201. The performance of the architectures 
during the training phase is shown in Figure 9. This figure represents the accuracy 
and loss value of the studied models based on the number of epochs. The loss graph is 
calculated using the categorical cross-entropy function and indicates the discrepancy 
between the model’s prediction and the actual labels in the dataset. The lower the 
prediction’s perfection, the further the loss value will be from zero, and the model will 
try to adjust its weights to reduce this value. In (a), (c), (e), and (g) of Figure 9, the losses 
of the 4 models are shown, where it can be observed that all of them obtained good 
results with the training data. However, in the validation data, ResNext50 achieved 
better results, followed by DenseNet201, ResNet50, and MobileNet V2, respectively. 
The accuracy, on the other hand, indicates the proportion of correct predictions rela-
tive to the total predictions. This should increase steadily and should not have sudden 
drops, as these could indicate issues such as overfitting or underfitting during train-
ing. In (b), (d), (f), and (h) of Figure 9, as in the loss graphs, all models perform well 
on the training data. In the validation data, however, differences are shown, where 
ResNext50 and DenseNet201 stand out, followed by ResNet50 and MobileNet V2.

Fig. 9. (Continued)
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Fig. 9. Loss (a, c, e, g) and Accuracy (b, d, f, h) Graphs for ResNext50, ResNet50, MobileNet V2, 
and DenseNet201 Architectures, respectively

4.8	 Confusion matrix

The confusion matrix has a tabular structure with columns and rows repre-
senting the actual classes and the classes predicted by the model, respectively. 
In Figure 10, the confusion matrix is observed, where the elements on the main 
diagonal represent the number of instances that the model correctly classified for 
each class, while the off-diagonal elements represent classification errors.

Fig. 10. (Continued)
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Fig. 10. Confusion matrix for the architectures (a) ResNext50, (b) ResNet50, (c) MobileNet V2, 
and (d) DenseNet201

From the confusion matrices, it can be concluded that the ResNext50 model 
identified 3 ASPIs belonging to the Mild Pterygium class as Severe Pterygium, 
5 ASPIs belonging to the Normal class as Mild Pterygium, and 1 ASPI belonging 
to the Severe Pterygium class as Normal. Similarly, ResNet50 identified 10 ASPIs 
belonging to the Mild Pterygium class as Severe Pterygium, 2 ASPIs belonging to 
the Normal class as Mild Pterygium, and 1 ASPI belonging to the Severe Pterygium 
class as Normal. On the other hand, the MobileNet V2 and DenseNet201 mod-
els had more inaccuracies. The first one identified 5 ASPIs belonging to the Mild 
Pterygium class as Severe Pterygium, 2 ASPIs belonging to the Normal class 
as Severe Pterygium, 2 ASPIs belonging to the Severe Pterygium class as Mild 
Pterygium, and 3 ASPIs belonging to the Normal class as Mild Pterygium. The 
second one identified 3 ASPIs belonging to the Mild Pterygium class as Severe 
Pterygium, 1 ASPI belonging to the Normal class as Severe Pterygium, 1 ASPI 
belonging to the Severe Pterygium class as Mild Pterygium, and 3 ASPIs belonging 
to the Normal class as Mild Pterygium.

4.9	 Curve Receiver Operating Characteristic (ROC)

The ROC curve is a graphical tool that represents the relationship between the 
true positive rate (sensitivity) and the false positive rate (1 – specificity) across a con-
tinuous range of decision thresholds. This graph visually provides an assessment of 
the models’ performance. In Figure 11, the ROC curves for the proposed architectures 
ResNext50, ResNet50, MobileNet v2, and DenseNet201 are detailed. These curves 
resulted in AUC values of 0.98, 0.96, 0.93, and 0.98, respectively. This implies that 
ResNext50 and DenseNet201 have a greater ability to distinguish among the three 
classes rather than providing a random result. Although ResNet50 and MobileNet 
v2 exhibit less optimal results, they still possess a high capacity for discriminating 
between classes.
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Fig. 11. ROC curves for the architectures (a) ResNext50, (b) ResNet50, (c) MobileNet V2, and (d) DenseNet201

5	 INTEGRATION INTO THE MOBILE APPLICATION

In the previous section, it was determined that the optimal model for pterygium 
detection is ResNext50 due to its outstanding performance in the described metrics. 
Now, we will focus on the integration of this model with a mobile application devel-
oped in Flutter. The choice to use mobile technology for this research is relevant 
due to its ability to provide quick and efficient access to medical diagnostic tools, 
especially in resource-limited clinical and community settings such as rural areas. 
In this section, the details of the integration of the model with the other components 
detailed in point 3 and the flow of the application for the classification of pterygium 
using an ASPI will be described.

5.1	 Model deployment and integration with the other components

Next, it will be described how the model was deployed and integrated with the 
other components as described in Figure 1:

Detection model. The model trained in point 4 was exported to two files to 
facilitate its use: a file with the extension ‘.hdf5’ to store the weights and another 
with the extension ‘.json’ to store the structure of the model, which will be loaded 
by a simple web service made in Flask that will be responsible for receiving the 
ASPIs from the backend and returning the result after having processed it with 
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the model. To facilitate portability and dependency management, the web service 
was uploaded to a container using docker, which would be uploaded to the AWS 
ECS service, where it would expose the web service endpoint. Table 6 shows the 
details of this.

Table 6. List of endpoints exposed by the model web service

Endpoint Method Type Input Data Output Data

/predict POST Text string representing 
the base64 encoded ASPI

Int number representing the response class (0: 
Mild Pterygium, 1: Normal, 2: Severe Pterygium)

Backend. The backend has the responsibility of being the intermediary between 
the front-end, database and model web service components. To do this, a Rest API 
made in Spring Boot using Java 17 was deployed in the AWS Lambda service. In this 
way, for the application to interact with the trained model, it will have to create a 
revision using the backend endpoint. Table 7 details the main endpoints exposed by 
the backend:

Table 7. List of main endpoints exposed by the backend component

Endpoint Method Type Input Data Output Data

/reviews POST •	 Text string representing 
the base64 encoded ASPI

•	 Patient ID to whom the 
review belongs

Review data which contains id, 
image, result and date.

/patients/{patientId}/ 
reviews

GET •	 Patient ID to whom the 
reviews belong

Lis of Reviews that belong to 
the patient specified.

/specialists/createPatient/
{specialistId}

POST •	 Patient data
•	 Specialist ID to whom the 

patient belongs

Patient data

/specialists/register POST •	 New specialist data Specialist data

/specialists/login POST •	 Login data JWT token

Database. In the AWS RDS service, a PostgreSQL relational database schema was 
deployed that will be responsible for storing all the information about patients, doc-
tors and analyses, each in a table.

5.2	 Pterygium classification flow using the application

Specialist registration. The first step consists of registering and logging 
in a specialist, who will be in charge of carrying out the reviews. As detailed in 
Figure 12a, the information requested consists of names, DNI (or some other iden-
tification document), password, hospital and position. Once the specialist is stored, 
you can enter the platform using your ID and password as shown in Figure 12b. 
To prevent unauthorized access to sensitive information, JWT is being used as an 
authentication method. If the credentials are correct, the specialist will be able to 
view the home screen, where the patients created and the results of their latest 
check-ups will be shown to further monitor the progress of the disease as shown 
in Figure 12c.
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Fig. 12. Application screens. (a) Register view (b) Login view (c) Home view with an already 
registered patient

User creation. To create the patient, the following information described in 
Figure 13a will be required: name, surname, ID, age and email. The latter will serve 
to send the results to the patient’s email. When the patient has just been created, 
the information from their last review will not be displayed in the Home view as it 
appears in Figure 13b.

Fig. 13. Application screens. (a) New Patient view (b) Home view with a new patient registered

Revision creation. Finally, to create a review, permissions will be required to 
activate the device’s camera to capture the ASPI. Based on the suggestion of the con-
tacted specialists, the device should be approximately 15 cm from the eye at the time 
of capture. All revisions will be shown in the view of Figure 14a with relevant infor-
mation for each one. Likewise, the application has the option to activate the flash as 
shown in Figure 14b. This functionality helps improve the visibility of details, which 
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can be crucial in detection, ensures consistency in lighting conditions, reduces shad-
ows, etc. After the ASPI is processed by the model, the result is displayed in the view 
of Figure 14c with the details of the patient, the result and the reviewer.

Fig. 14. Application screens. (a) View of the list of reviews for each patient (b) View of the camera 
to capture the ASPI (c) View of the detail of a revision

It is important to emphasize that this tool does not intend to replace the clinical 
judgment of ophthalmologists. Instead, the application is conceived as a comple-
ment to enhance current clinical practice, providing a second opinion and facilitat-
ing quick and well-founded decision-making. The application could be particularly 
useful in scenarios where access to specialists and ophthalmological tools are lim-
ited and it’s more common to have a cell phone. Unlike having a computer or some 
other expensive tool that includes the model, a cell phone is more usable because it 
has a camera and flash to capture the ASPI.

6	 DISCUSSION

The results presented highlight the superiority of the model trained with 
ResNext50, which achieved scores of 0.88, 0.86, 0.90, and 0.95 in F1 Score, Precision, 
Recall, and Specificity, respectively, as shown in Tables 2, 3, 4, and 5. ResNext50 also 
demonstrated good performance in distinguishing between classes, as evidenced 
in the ROC curve, where it equals DenseNet201 with an AUC of 0.98. Similarly, it 
had better result in the evolution of loss and accuracy during the training process 
compared to the other models. These results demonstrate that ResNext50 was also 
superior to the other evaluated architectures in the field of classification of ophthal-
mic diseases, which aligns with the findings observed in the literature review [8], 
[23], [24], [25].

However, it is also important to highlight the errors made by the four models 
during the testing phase due to the limited number of ASPIs in the dataset. ResNet50, 
for instance, misclassified 10 cases of mild pterygium as severe. On the other hand, 
ResNext50 classified 5 cases as mild pterygium that belonged to the “No pteryg-
ium” class. This could be due to similarities between the photographs, issues with 
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generalizing features, and a lack of more ASPI’s during the training phase. Although 
these numbers are small, they may imply unnecessary or inappropriate treatment, 
delays in correct treatment, a burden on the healthcare system, a reduction in confi-
dence in medical care, among other issues. For this reason, it is important that future 
research has a broader and more diverse dataset for training and ensuring the gen-
eralization of the model. Since there is currently no public dataset large enough 
for the proposed task, it is recommended to collect data from hospitals and clin-
ics, as well as consult authors who have conducted research related to the disease. 
This second option can provide more diverse data since there are some investiga-
tions that collected ASPIs using smartphones, which adds diversity to the dataset 
and is ideal taking into account that the images will be captured using a cell phone 
camera in the final solution.

Although the model has promising results up to the training phase, it is import-
ant to rigorously validate the integrated system in real clinical settings before 
its widespread implementation in ophthalmic medical centers. This validation 
ensures that the system can function effectively and accurately in real-world 
situations, where you interact with real patients and healthcare professionals. 
Additionally, it provides us with an opportunity to identify and address potential 
challenges in system adoption, such as integration with existing clinical work-
flows, acceptance by healthcare professionals, and appropriate interpretation of 
results by clinicians and ophthalmological doctors. By discussing these challenges, 
we can offer a more complete view of the practical implementation of our mobile 
solution for pterygium detection in ophthalmic medical centers, strengthening 
confidence in its usefulness and effectiveness in the treatment and management 
of this ocular disease.

On the other hand, the lack of interpretability in deep learning models, such as 
convolutional neural networks (CNN), is a significant limitation that affects their 
acceptance in medical environments due to their “black box” nature by preventing 
people from understanding what it is like that a certain result was reached regard-
less of its precision. As mentioned in [29], if users do not trust a model, it is unlikely 
that they will use it for decision making, even more so when talking about medical 
issues, where predictions cannot be acted on with blind faith, since the consequences 
can be catastrophic. Although our pterygium classification model has shown prom-
ising results in the testing phase, the lack of a clear explanation of how and why a 
specific prediction is made limits its clinical utility. Interpretation of model decisions 
is essential for health professionals to trust the predictions and make informed deci-
sions in diagnosis and treatment, so it is important to address

In [30], various available CNN explainability methods were collected. A very 
interesting one consists of deconvolutional neural networks, which take the features 
extracted by a CNN and reconstruct them to provide a visual explanation of the 
model’s decision. These networks densify the explanation, offering an activation 
map closer to the original image, which facilitates the understanding and verifica-
tion of the model’s decisions, thus improving its interpretability. Another proposal is 
LIME, or Local Interpretable Model-Independent Explanations, which provides local 
explanations for the classifications made by a machine learning model, regardless 
of their complexity. The end result is the generation of understandable explanations, 
such as patches in images or words in text, that correspond to the model’s classifica-
tion decisions. This improves interpretability by allowing users to understand which 
features or parts of the data influence the model’s predictions, increasing confidence 
in its performance.
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Likewise, more conventional methods can be used too, such as visualization 
of layer activations, or integrating the model with another focused-on segmen-
tation, which would highlight the affected region. In any of the mentioned cases, 
the detailed exploration of these approaches is left for future research, where it is 
expected to delve into their applicability and benefits to improve the interpretability 
of the proposed model.

7	 CONCLUSION

In this article, we provided a deep transfer learning technique based on convo-
lutional neural networks for categorizing patients with pterygium. To investigate 
the proposed deep transfer learning technique, four pretrained convolutional neu-
ral network models were employed. It was observed that fine-tuning pretrained 
models can be effectively used on a multi-class dataset. Among the models used, 
the ResNeXt-50 architecture achieved a maximum accuracy of 86%, a maximum 
F1 score of 88%, a maximum recall of 90%, a maximum specificity of 95%, and an 
overall accuracy of 89% for our dataset. This resulted in model sensitivity, specific-
ity, and precision exceeding 85%. Our high-precision findings can help doctors and 
researchers make clinical judgments due to the ease and usefulness of having this 
model on a smartphone with a camera and flash. However, our work still includes 
some limitations that can be addressed in future research, such as the evident lack 
of a larger and more varied dataset that allows generalizing the characteristics of 
the disease in various situations and conditions. Likewise, it is essential to achieve 
the acceptance and trust of medical institutions, exploring methods to improve the 
interpretability of the model, as well as proving that the final solution has optimal 
results in a real environment. By applying such improvements, the proposed method 
can be used in other medical problems, such as cancer and tumors, and at the same 
time be applicable in other computer vision industries, such as energy, agriculture, 
and transportation.
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