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Abstract—Modeling background and segmenting moving 
objects are significant techniques for video surveillance and 
other video processing applications. In this paper, we pro-
posed a novel adaptive approach for modeling background 
and segmenting moving objects with a non-parametric ker-
nel density estimation. Unlike previous approaches to object 
detection that detect objects by global thresholds, we used a 
local threshold to reflect temporal persistence. With a com-
bination of global thresholds and local thresholds, the pro-
posed approach can handle scenes containing gradual illu-
mination variations and noise and has no bootstrapping 
limitations. Experimental results on different types of videos 
demonstrate the utility and performance of the proposed 
approach. 

Index Terms—Adaptive, Background Modeling, Threshold-
ing, Kernel Density Estimation.  

I. INTRODUCTION 
Moving object detection and segmentation is an im-

portant research topic in the field of computer vision that 
has been widely used in the areas of video surveillance 
and video compression. At present, there are three meth-
ods for motion detection: optical flow method, frame 
difference method, and background subtraction method. 
Because the detecting speed and effects are more ideal for 
the background subtraction method, it has attracted a lot of 
research interest in recent years. The main idea of back-
ground subtraction is the use of a background subtraction 
frame for subtracting the background difference and using 
the threshold to identify the two values of difference. As a 
result, we find the moving target template. Therefore, the 
effective background modeling and the setting of the 
threshold are the key points of background subtraction. 

Recently, there has been a large amount of work ad-
dressing the issues of background model representation 
and adaptation. A robust background modeling is used to 
represent each pixel of the background image over time by 
a mixture of Gaussians [1]. This approach was first pro-
posed by Stauffer and Grimson [2,3] and has become a 
standard background updating procedure for comparison. 
Instead of modeling the feature vectors of each pixel by a 
mixture of several Gaussians [4], Elgammal proposed 
evaluating the probability of a background pixel using a 
nonparametric kernel density estimation (KDE) based on 
very recent historical samples in the image sequence [5]. 
Mittal improve this KDE-based background model by 
introducing variable bandwidth kernels and optical flow 
[6]. 

The main limitation of most traditional statistical solu-
tions is their need for a series of training frames absent of 
moving objects [7]. However, in some situations, e.g., 
public areas, it is difficult or impossible to control the area 

being monitored. In such cases, it may be necessary to 
train the model using a sequence that contains foreground 
objects. Another limitation of these methods is that most 
schemes determine the foreground threshold experimen-
tally [8].  

In this paper, we propose a method that overcomes the-
se limitations. Our aim for such a framework is 

1) A reference background image that contains no 
moving objects may be not required. 

2) Adaptive thresholding to make the system adapta-
ble to scene changes and illumination variation. 

This paper is organized as follows: section two intro-
duces the adaptive global and local thresholding method 
based on KDE; the third section describes the background 
update strategy; the fourth section gives the results of the 
experiment; and finally, conclusions are given. 

II. ADPTIVE THRESHOLDING 

A. Modelling the dissimilarity measure statistics 
Embedding MS Visio drawings causes problems while 

transforming the document into PDF format. It is better to 
export them to GIF (graphics, screenshots) or JPEG (pho-
tos) format. 

In this paper, we propose a novel adaptive thresholding 
scheme that uses two different types of adaptation. First, 
we performed a statistics-based threshold detection and 
then spatial cues were used to verify the threshold and 
perform adjustment according to the spatial continuous of 
foreground. 

If we estimate the density of )( txp , the possibility of 
each pixel belonging to the background, we can get the 
KDE graph.  

 
Figure 1.  Kernel density of possibility of each pixel belongs to the 

background in an image. The training sample is 40 frames, take 50-th 
frame for example. 
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We can notice that the distribution of )( txp  is usually 

bimodal. If the input pixel is significantly different from 
the corresponding background estimate, the possibility 
this pixel belongs to the background, represented by 

)( txp , has small value. While the bigger )( txp  value 
represents the close similarity of background. The fore-
ground distribution usually centers around zero and has a 
relatively smaller deviation and sharper crest than the 
background, and the background deviation depends on the 
variations, such as illumination or animated texture. We 
can use the first trough from zero as the foreground 
threshold, as any )( txp  left of this trough can be safely 
classified as foreground. As mentioned before, the second 
crest is from the background distribution. Any possibility 
larger than this point can be concluded as background. 

Then we can determine two thresholds from the KDE 
graph, Ta  and Tb , as background and background 
threshold accordingly.  

If we treat the KDE graph as a histogram H and the bin 
index (i) of the histogram associated with the value 
of )( txp , the H(i) denotes the density of )( txp . The 
Ta  can be found by the first match of the condition be-
low: 
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While Tb  can be determined by finding the largest 
peak from Ta by: 
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In this manner, any )( txp  below Ta  will be consid-
ered as foreground and larger than Tb  will be taken as 
background. The value between Ta  and Tb  need further 
information for classification. 

So far, only the temporal intensity distribution is con-
sidered in the background model, but the spatial clues also 
play an important role in foreground detection. 

B. Robust background modeling 
As it is usually hard to have prior knowledge of the 

scene, a non-parametric approach able to handle arbitrary 
densities is more suitable. A particular nonparametric 
technique that estimates the underlying density avoids 
having to store the complete data and is quite general in 
the kernel density estimation technique. In this technique, 
the underlying PDF is estimated as: 
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where )( ti xxK ! is a kernel function, which is usu-

ally taken to be a density function, and )( ixW  is a re-
weighting function that can be adjusted to control the roles 
of different data points in the sample. N is the number of 
sample. If we choose our kernel function to be Gaussian, 
then the density can be estimated as: 
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where tx  is a color/intensity feature and h is the band-
width that controls the smoothness of the estimate. Often 
the re-weighting function )( ixW  is required to be non-
negative and sum up to 1. 

In most of the previous works, uniform weights are typ-
ically used [9]; the same influence of each pixel assump-
tion is made. However, assuming that each pixel plays the 
same role in background may be flawed.  

To obtain a reliable estimate, we used formula 5 to 
count the continual unchanged pixel values:  
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Where )(tg  is the intensity value on time t, and !!  is a 
small threshold used to make a decision if a pixel value 
changes, the threshold is dependent on the noise of the 
image and normally can use a const less than 10. Then we 
define the weight function )( ixW  as below: 
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As the background distribution is more temporally sta-
tionary than the foreground, the continual unchanged 
counter for a background is larger than the foreground. 
Consequently, more weight is assigned to a background 
pixel in the weighted kernel density estimation. 

 
(a) 

 
(b) 

Figure 2.  The KDE generated by weighted and not weighted with 
pixel 
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Figure 2 indicates the KDE generated by weighted(b) 
and without weighted(a); the temporal intensity distribu-
tion of the pixel without applied weight is multiple-modal, 
while the distribution is almost unimodal and centered at 
intensity 100 in weighted KDE. The interference with the 
foreground is suppressed. Here the background represen-
tation is drawn by estimating the probability density func-
tion of each pixel with a higher possibility of belonging to 
the background in the background model. The current 
pixel is declared as the foreground if it is unlikely to come 
from this background distribution, i.e. )( txp  is smaller 
than some predefined thresholds. It is usually not easy to 
determine such a threshold; a popular threshold detection 
scheme is based on normalized statistics that consider the 
mean and the standard deviation of for all spatial loca-
tions. It can be adapted with noise and illumination varia-
tion. 

III. BACKGROUND UPDATE STRATEGY 
The background should be updated automatically when 

scenes change or illumination varies abruptly or gradually. 
Slow-moving objects may blend into the background 
model if the background model adapts too fast, and it will 
fail to identify the portion of a foreground object that has 
corrupted the background model. To overcome this prob-
lem, we checked if a pixel is stable enough by several 
continuous images to avoid the problem of blending the 
foreground into the background model. The checking is 
performed by: 

LjiCiC cjtt <<<! ! 0,|)()(| ""
 

Where )(iCt  is the intensity value of pixel i at time t. 

c!!  is a small threshold defined to make decisions if two 
pixel values are unchanged, and L denotes the continuous 
unchanged image number. If the pixel value is left un-
changed in several images, it will be updated into the 
background  

If an abrupt scene change has been detected, the back-
ground model needs re-initialization; it usually occurs if a 
large percentage (above 80%) of the foreground is detect-
ed and in several continuous images [10]. 

IV. EXPERIMENTAL RESULTS 
We compared our algorithm’s output with that of sever-

al existing techniques used for background modeling, and 
present the compared results obtained with a typical mix-
ture of Gaussian and KDE methods. Each of these meth-
ods is trained on 15 to 40 frames depending on the length 
of sequence. Also the parameter for the MoG method has 
been left unchanged in the implementation of OpenCv, 
and the threshold for KDE has been tuned to produce the 
best possible results for the sequences presented in Fig. 3. 
Tests were performed on several sequences representative 
of situations that might be commonly encountered in sur-
veillance video. Here, we describe three typical scenes: 
VSSN06 (video 7) 390, towerl_set2, and highway I. 

We have discovered that the adaptive thresholding 
methods have shown significantly better results for all the 
algorithms concerned. 

To analyze the quantitative test results, multiple label-
ing standard tests in video VSSN06 were verified, and the 
method of MOG and FKDE were compared. The experi-
mental results were measured by recall and precision, 
defined by [11], where recall is the ratio of the correct 
detections and total of the manual annotations (ground 
truth), and  precision is the ratio of the correct number and 
total number. Figure 4 shows the quantitative experi-
mental results of MOG, FKDE, and our method for 
theVssn06-Video 7. 

At the same time, we give the quantitative test results of 
video VSSN06, as shown in Table 1: 

TABLE I.   
QUANTITATIVE RESULTS COMPARISON 

MOG 
Method/performance Recall precision 

vssn06_video4 0.87 0.12 
vssn06_video7 0.88 0.30 

FKDE 
Method/performance Recall precision 

vssn06_video4 0.93 0.18 
vssn06_video7 0.92 0.34 

Our 
Method 

Method/performance Recall Precision 
vssn06_video4 0.89 0.27 
vssn06_video7 0.93 0.37 

 

V
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 Original Image MOG FKDE Our method 

Figure 3.  The test results comparison of different algorithm 
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Figure 4.  The test results comparison of VSSN06 video 7 

As indicated in Table 1 and Figure 4, the precision and 
recall of our method are better than in MOG and FKDE. 
The average scores of our method for precision and recall 
are 2 and 4 percent more than FKDE and 7 and 5 percent 
more than MOG, respectively. While the foreground ac-
counts for a small area of the screen, the average scores of 
the whole video are low. Also, the small amount of false 
foreground information makes the low scores. 

From the point of executive speed, our algorithm can 
reach a detection speed of 15 frames per second likely to 
FKDE[5]. The reason is that the calculation complexity of 
the two methods both originate from the background of 
the Gauss score and number of clusters.  

V. CONCLUSIONS 
In this paper, we proposed a moving object detection 

algorithm with robust background modeling. The algo-
rithm based on KDE uses a method combined with global 
and local thresholds that can effectively solve the problem 
of threshold setting through different laws of different 
pixels, improving the detection accuracy and avoiding the 
phenomenon of mixing. At the same time, the algorithm 
based on the data distribution can adjust the parameters 
automatically in a wide range of parameter variations. A 
large number of video experiments have been done, and 
the results show that this method can correctly segment 
the foreground object motion and demonstrate the robust-

ness of the method. How to eliminate the inner shadow 
and target "hole" will be the next step of work. 
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