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PAPER

An Efficient Autism Spectrum Disorder Classification 
in Different Age Groups using Machine Learning Models

ABSTRACT
The current world has witnessed the emergence of various illnesses, such as autism spectrum 
disorder (ASD), that are not yet medically recognized. It impacts multiple behavioral domains, 
such as repetitive and stereotyped behavior, social competence, and linguistic skills. This con-
dition is a severe neurodevelopmental disorder. It Identifying and classifying ASD is chal-
lenging and time-consuming due to its symptoms being remarkably similar to those of many 
other mental illnesses. Machine learning-based models are increasingly being used to predict 
a wide range of human diseases, leveraging various physiological and other characteristics. 
Our study aims to develop a classification model that can predict the likelihood of ASD in 
various age groups, such as toddlers, children, adolescents, and adults. We have utilized sev-
eral machine learning (ML) algorithms, including support vector machine (SVM), Naive Bayes 
(NB), random forest (RF), extra trees classifier (ET), k-nearest neighbor (K-NN), decision tree 
(DT), Ada boost classifier (AB), and stochastic gradient descent (SGD) classifiers. These models 
are tested using four unique non-clinical ASD screening datasets that are publicly available 
from Kaggle and the UCI library. In the first dataset, there are 1054 instances and 19 features 
related to toddlers. The remaining ones consist of 21 traits and, for children, adolescents, 
and adults, 292, 104, and 704 cases, respectively. The outcomes of the experimentation have 
shown that the SDG, DT, and ET classifiers are the most commonly used models and have 
achieved results with almost 100% accuracy.

KEYWORDS
autism spectrum disorder (ASD), machine learning (ML), support vector machine (SVM), naive 
bayes (NB), random forest (RF), extra trees (ET), k-nearest neighbor (K-NN), decision tree (DT), 
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1	 INTRODUCTION

We have observed numerous diseases that cannot be clinically diagnosed, among 
which autism spectrum disorder (ASD) is one example. This condition affects many 
behavioral domains, such as social and communication skills, as well as stereotyped 
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and repetitive behaviors. It is a significant neurodevelopmental disorder [1]. A set of 
neurological conditions known as ASDs impede the brain’s normal development [2]. 
ASD can lead to social challenges, sensory issues, repetitive behaviors, and intellec-
tual disabilities. Psychiatric or neurological conditions like hyperactivity, attention 
deficit disorder, anxiety, depression, and epilepsy are also common in patients with 
ASD [3]. Though the exact cause of the disease is unknown, biological factors such 
as brain inflammation, genetic abnormalities, and unfavorable pregnancy circum-
stances are thought to be involved. The number of children identified with ASD is 
rapidly increasing, underscoring the need for further exploration of this population. 
Correct scientific procedures are particularly important [4].

With ASD, it affects how people act, communicate, and educate themselves [5]. The 
symptoms and indicators of ASD start early; 0.63% of very young children have been 
diagnosed with ASD, and the condition also affects adolescents and adults, according 
to WHO statistics [6]. An individual with ASD may experience mental health issues 
such as anxiety and misconceptions, which can hinder their ability to function well 
at different stages of life [7]. Early diagnosis and treatment are always important [8]. 
The behavior of the affected individual, which may include dangerous behavior influ-
enced by movies and animations, is one of the most obvious indicators of ASD [9].

Conversely, ASD is a type of neurological disorder that significantly affects an 
individual’s entire life. It’s important to remember that both environmental and 
genetic factors could contribute to the development of this illness [8]. Patients with 
this illness cannot be completely cured, but if the symptoms are identified early on, 
the effects can be temporarily lessened. Because researchers have been unable to 
pinpoint the exact cause of ASD, they assume that human genes are to blame [9]. 
Even though a person with ASD frequently finds it difficult to interact with others 
and faces some major issues [10], such as lack of pain sensitivity, difficulty main-
taining proper eye contact while communicating, inability to respond to sounds 
made by objects or humans, challenges in understanding and conveying proper ges-
tures for effective interaction, lack of engagement with others, and a preference for 
living alone.

Moreover, early diagnosis based on a variety of physiological and health parame-
ters seems feasible due to the increasing use of machine learning (ML)-based models 
in predicting various human diseases. This characteristic has piqued our curiosity 
about ASD prediction, diagnosis, analysis, and treatment approaches [11]. The task 
of diagnosing ASD is challenging because it relies on distinguishing it from other 
mental illnesses that exhibit symptoms closely resembling those of ASD. Furthermore, 
ML is the most popular field for detecting symptoms of autism by utilizing various 
techniques to identify the condition and determine whether the patient is affected 
or not [12]. Furthermore, ML has been used in a wide range of applications to solve 
real-time problems [13–17].

1.1	 Problem	definition

The severe, lifelong neurodevelopmental syndrome known as ASD is character-
ized by long-term or restricted impairments in thinking, behavior, activities, and 
socio-communication skills. The prediction and classification of ASD among individ-
uals vary with age and other personal factors. The aim of this study is to develop a 
more accurate and sophisticated machine learning model for diagnosing ASD across 
various age groups. The ML algorithm provides the medical treatment system with 
accurate predictions for autism spectrum disorder.

https://online-journals.org/index.php/i-joe
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1.2	 Research	contributions

Our contributions to the paper are highlighted as follows:

•	 Prediction of ASD by considering the possible age groups in the dataset (Toddler, 
Child, Adolescent, and Adult).

•	 Feature selection and normalization across different datasets.
•	 Improved machine learning-based ASD prediction with higher accuracy and 

enhanced performance.
•	 The comparison of the proposed model with related earlier works proves to be 

effective.

1.3	 Paper	organization

The rest of the paper is organized as follows: Section 2 provides a summary of 
the literature on ASD prediction and classification models. Section 3 presents the 
proposed work, including the dataset description and the machine learning model. 
Section 4 presents the implementation, results, and discussions. Finally, the paper 
concludes in Section 5.

2	 LITERATURE	REVIEW

This section describes previous research on the detection and prediction of ASD 
using ML-based techniques. The primary goal is to examine and identify certain 
shortcomings to suggest a new, improved, and superior ML-based method for pre-
dicting autism spectrum disorder.

One of the most popular methods for identifying functional patterns to diagnose 
various illnesses and determine appropriate treatments is the ML approach [11–12]. 
Various techniques are used in the treatment of autism patients to determine whether 
or not the patient is affected. Azian A. et al. [18] have proposed three methods for test-
ing ML techniques that could be applied to regression and classification: least absolute 
shrinkage, Chi-square, and selection operator (LASSO). These methods include logistic 
regression (LR), random forest (RF), and K-nearest neighbors (K-NN). Among the differ-
ent techniques used, the experimental results demonstrated that the LR had a maximum 
accuracy of 97.541%. The authors of [19] proposed a method for identifying autism 
through the use of ideal behavioral sets. To check for ASD, they employed a swarm 
intelligence-based binary feature selection method. There are 21 features in the exam-
ined and categorized dataset that were extracted from the ML repository. Out of the 
21 characteristics examined in the ASD dataset, the authors found that only ten could 
be used to differentiate between patients with ASD and those without. The system was 
able to achieve an accuracy of 97.79%, as demonstrated by their experimental results.

An efficient method for assessing ML techniques for early ASD detection was 
demonstrated by Hasan et al. [20]. This system classified feature-scaled datasets 
using eight simple yet effective ML algorithms and four attribute scaling (AS) tech-
niques. With the highest accuracy rates of 99.03% for adults, 97.12% for teenagers, 
99.25% for toddlers, and 97.95% for children, AB and LDA successfully identified 
autism. In a different study, Rodrigues et al. [21] utilized functional magnetic reso-
nance imaging and ML to identify potential markers associated with the prevalence 
of ASD. They measured severity using the ADOS score. With a cingulum region accu-
racy of 73.8%, their results suggest a functional difference between ASD subclasses.
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Finding the most accurate method to calculate ASD among multiple measure-
ments made in various classifiers, such as the Gaussian Radial Kernel and support 
vector machine (SVM), was recommended in [22]. With a 95% accuracy rate, the 
results obtained demonstrated the highest level of accuracy. Utilizing the publicly 
available standard ASD dataset. Raj et al. [23] presented a framework that incorpo-
rates several ML algorithms. In data for adults, adolescents, and children, the perfor-
mance accuracy of predictive and classification models for ASD was 99.53%, 96.68%, 
and 98.30%, respectively. Hossain et al. [24] made an effort to identify the most crit-
ical features and organize early diagnosis by utilizing classification algorithms to 
enhance diagnostic procedures. They found that the accuracy of SVM is greater than 
that of all other ML methods. They demonstrated that the telief algorithm is the most 
effective technique for identifying the most important features in ASD datasets.

The authors of the paper [25] offered several strategies and approaches for rec-
ognizing and classifying ASD. They employed a variety of ML techniques, including 
classifiers and neural network-based classifiers. To determine the effectiveness of 
the proposed system in detecting ASD, a comprehensive test was conducted. Three 
datasets were used in the experiments: adult, adolescent, and child. The experimen-
tal results demonstrated that when each ML classifier was tested using precision, 
F-beta score, and recall methods, some of them performed better in terms of accu-
racy than the other studied classifiers. To process the first identified autism datasets, 
Akter et al. [26] collected data on infants, children, teenagers, and adults. They then 
processed these datasets using a variety of feature transformation methods. Using 
these modified ASD datasets, various classification techniques were then assessed for 
effectiveness. The toddler dataset produced the best SVM results; the children’s data-
set produced the best Ada boost (AB) results; the teenage dataset produced the best 
Glmboost results; and the adult dataset produced the best AB results. Using ML tech-
niques [27] such as RF, gradient boosting machine (GBM), and SVM, researchers were 
able to identify critical traits predictive of ASD with 98.77% accuracy in the studies 
mentioned. Using the previously mentioned algorithms, a second study examined 
the relationship between gut microbiota and ASD and discovered that Parasutterella 
and Alloprevotella were important genera associated with autism spectrum disorder.

Additionally, a different study suggested [28] employing ML to pinpoint the dis-
tinctive traits of individuals with ASD and differentiate autism subgroups from 
neurotypical groups. To accomplish this, k-means clustering was utilized to identify 
subcategories within autism records. Furthermore, a classification model [29] for all 
ages and a machine learning-based ASD prediction model were presented, combin-
ing random forest with iterative classification and a regression tree. Based on evalua-
tion metrics, the recommended prediction model outperformed the existing datasets.

Some of the authors also worked on utilizing deep learning mechanisms. For 
instance, in the context of diagnosing ASD, Yin et al. [30] developed deep learning 
techniques using functional magnetic resonance imaging (fMRI) data from brain 
systems. A graph-based classification method was employed in another study [31]. 
While this approach yields superior results, it does not address missing values or 
apply data normalization. An earlier study [32] examined intrinsic brain networks. 
It is inferred that aberrant mechanisms could be the cause of ASD. Dysfunction in 
the SN and visual systems, as well as related processes, may underlie individual dif-
ferences in the severity of ASD symptoms. According to Smith et al. [33], there is an 
association between symptoms of ASD disorder and weaker communication with 
RSN chronological features, as well as a higher severity of symptoms in individuals 
with ASD. The results imply that entropy and FC provide more information about 
the brain’s temporal-spatial organization.
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3	 PROPOSED	WORK

The proposed method, as illustrated in Figure 1, introduces a system comprising 
concepts that are employed through optimal feature selection to aid individuals in 
understanding, comprehending, or estimating the probability of having autism spec-
trum disorder. The primary goal of the proposed abstract model is to convey the funda-
mental ideas and characteristics of the system. The purpose of the model is to provide 
software users with an interpretive understanding of the framework. The six main 
steps in the proposed model are: (i) Data collection, which involves collecting data from 
various sources with different parameters. (ii) Data preprocessing involves imputing 
missing values rather than deleting them. Also, remove the outliers from the data-
set. (iii) Data splitting is used to divide the training, testing, and validation processes. 
(iv) Implement a classification model using ML classifiers such as SVM, Naive Bayes 
(NB), RF, extra trees (ET), KNN, decision tree (DT), AB, and stochastic gradient descent 
(SGD) to validate the classification results. (v) Model evaluation involves assessing per-
formance using metrics such as accuracy, precision, recall, sensitivity, specificity, mean 
score, and AUC-ROC. (vi) Model validation is carried out using the k-fold mechanism.

Fig. 1. Proposed system for ASD detection

https://online-journals.org/index.php/i-joe
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3.1	 Dataset	description

We have utilized four ASD datasets for experimentation and analysis. We have 
used datasets of toddlers, children, adolescents, and adults. The overview of the 
datasets used is provided in Table 1. The datasets under consideration consist of 
21 common features but vary in sample sizes, with the largest containing up to 
1054 samples. The description of 21 features is provided in Table 2, but the toddler’s 
dataset only includes 19 features. Further, the descriptions of the ten questionnaires 
(Q-CHAT-10) are provided in Table 3. The term “person” in the table refers to either 
a toddler, child, adolescent, or adult. The behavior of a person, whether affected by 
ASD or not, is classified based on all the listed features.

Table 1. Description of used ASD dataset

No Source Category Attribute Type # Features # Samples

1 [34] Toddler Categorical, continuous and binary 19 1054

2 [35] Children Categorical, continuous and binary 21  292

3 [36] Adolescent Categorical, continuous and binary 21  104

4 [37] Adult Categorical, continuous and binary 21  704

Table 2. Description of features in ASD dataset

Feature Feature Description

A1–A10 Screening questions

‘age’ Age of candidate

‘gender’ Gender of candidate

‘ethnicity’ Ethnicity

‘jundice’ Born with jaundice

‘austim’ Family member with same problem

‘contry_of_res’ Country of residence

‘used_app_before’ User is familiar with application or not

‘relation’ Who is responsible for success of test?

‘age_desc’ Kind of screening test 

‘result’ Screening result 

‘Class/ASD’ Class/ASD

Table 3. Screening questionnaires used in ASD dataset

Number Question

A1 What is the response when you call a person by name?

A2 How easy to get an eye contact with person?

A3 Does the person ask for anything by pointing to it?

A4 Does the person try to share anything with you?

A5 Does the person pretends to take care of his own things?

A6 Does the person follow you where you are looking and pointing to?

(Continued)
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Number Question

 A7 Does the person identify and try to comfort his family members when they are upset?

 A8 What are the possible first words the person uttered all about?

 A9 Does the person uses or makes any gestures?

A10 Does the person keep staring at anything without proper purpose?

3.2	 Data	pre-processing

It is one of the methods used to transform raw data into a comprehensible and 
useful format. Real-world data often contains a significant number of null variables 
and errors, which can render it incomplete and unstructured. We have considered 
pre-processing methods including handling missing values, data normalization, 
encoding, feature selection, and dataset splitting.

Missing values: To identify and handle outliers, this step involves an explor-
atory data analysis process. An iterative imputer was used to handle the missing 
values. Using the iterative imputation method, each feature is imputed based on the 
other features.

Data normalization: The data fields in the dataset may be of different data types. 
For effective classification, the data values must be encoded with the same data type. 
The parameter values are scaled between 0 and 1 to obtain an accurate result. The 
numeric column values in the dataset are adjusted before they can be standardized, 
without altering the possible values or deleting any data.

Feature selection: Given the significance of feature selection, sequential forward 
selection (SFS) is utilized. Several features with low significance have been excluded 
from the dataset using this method. Among the features listed in Table 2, we have 
excluded ‘country_of_res,’ ‘used_app_before,’ ‘age_desc,’ and ‘relation’ as they do not 
significantly impact the classification.

3.3	 Dataset	splitting

The entire dataset of autism patients is currently divided into two parts for test-
ing and training. According to the suggested model, 70% of the data was used for 
the training partition, and the remaining 30% was used for testing. The number of 
instances for training and testing varies across different datasets: toddlers (1054), 
children (292), adolescents (104), and adults (704). Training data is further divided 
into two subsections for cross-validation, with a ratio of 80:20 for the training and 
validation datasets.

3.4	 Classification	model

We have utilized familiar ML algorithms for screening and classifying ASD. We 
have used SVM, NB, RF, ET, KNN, DT, AB, and SGD to validate the classification results.

i) Support vector machine: It is used to solve regression and classification prob-
lems. Due to its effectiveness and capacity to achieve exceptional accuracy in 

Table 3. Screening questionnaires used in ASD dataset (Continued)
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the majority of data, it is typically utilized in classification problems. The goal 
of this algorithm is to maximize the margin to determine the optimal degree 
of separation between the classes. The primary concept of the SVM model is to 
divide classes based on the establishment of decision boundaries [38].

ii) Naïve Bayes: This method, which is a supervised ML technique, is based on 
the principle of probability. The efficiency of forecasting and processing speed 
define this approach. When compared to SVM and other ML models, Naïve 
Bayes (NB) requires less training time. This is primarily due to its statistical 
concept of determining the probability of a desired outcome [39].

iii)	 Decision	 tree	 classifier: It can be applied to regression and classification 
problems. Still, the most common application is resolving classification prob-
lems. Dataset attributes are present in the internal nodes of a tree. Each leaf 
node in the tree structure represents a conclusion, while the branches repre-
sent decision rules. Additionally, DT poses a query and creates subtrees within 
the tree based on the response (Yes or No) [40].

iv)	 Random	forest	classifier: The DT is based on the RF approach. DTs utilize 
the related questions and their respective answers to narrow down the range 
in the tree with a high confidence level in order to generate a single forecast. 
Some DT predictions may be inaccurate. Nonetheless, forecast accuracy is 
increased when multiple DTs are combined into a single model. The combi-
nation of multiple DTs alludes to RF, an ML model that is applied to regression 
and classification [41].

v)	 Extra	trees	classifier: The extremely randomized tree classifier, or ET clas-
sifier for short, is an ensemble ML algorithm used for classification tasks. It is 
comparable to and an extension of the RF algorithm. This algorithm is robust 
and versatile, employing randomization and ensemble learning to generate 
dependable predictions in classification tasks [42].

vi) K-nearest neighbor: K-NN, or K-nearest neighbors, is a fundamental ML 
technique that is user-friendly and highly efficient. It doesn’t require compli-
cated mathematical equations, unlike other models. It can be used for tasks 
involving both classification and regression. The main idea is based on find-
ing similar data nearby by measuring the distances between data points. The 
‘K’ component denotes the quantity of nearby data points taken into account, 
and it is essential to carefully choose it to reduce the possibility of prediction 
errors [43].

vii)	 Ada	boost	classifier: A popular ensemble learning algorithm in ML is called 
AB, short for Adaptive Boosting. To build a robust predictive model, it com-
bines the outputs of multiple weak learners, typically decision trees. AB assigns 
a weight to each data point, emphasizing incorrectly classified data points in 
subsequent iterations. This allows the algorithm to focus on improving its per-
formance in those instances. The final prediction is the weighted total of the 
predictions made by the weak learners. With its reputation for managing intri-
cate datasets and enhancing overall model accuracy, AB is a flexible and potent 
algorithm for classification applications [44].

viii)	 SGD	classifier: For classification tasks, the stochastic gradient descent classi-
fier, or SGD classifier, is a ML algorithm. It is a member of the linear classifier 
family and trains its model using the stochastic gradient descent optimization 
technique. The SGD classifier is computationally efficient and suitable for large 
datasets because it updates the model parameters based on a randomly cho-
sen subset of the data instead of processing the entire dataset in each itera-
tion. In online learning scenarios where the model can instantly adjust to new 
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data, it is especially helpful. Because of its adaptability and ability to address a 
wide range of classification issues, the algorithm offers a scalable and effective 
method for training models [45].

3.5	 Model	evaluation	metrics

The evaluation metrics are explained and presented in this section. Determining 
how well a predictive model performs in achieving an objective requires evaluat-
ing the model’s performance. The performance and effectiveness of the classifica-
tion model are evaluated using performance assessment metrics on the test dataset. 
Using the appropriate metrics is essential for evaluating performance, including 
sensitivity, specificity, accuracy, precision, recall, mean score, and AUC-ROC. The 
primary parameters that determine these metrics are the True Positive (TP), True 
Negative (TN), False Positive (FP), and False Negative (FN).

Accuracy is the ratio of correctly classified samples to all samples, and it is 
one of the most commonly used metrics to assess classification performance. It is 
calculated as:

 Accuracy
TP TN

TP TN FP FN
�

�
� � �

 

Precision is defined as the ratio of correctly identified positives to all predicted 
positives. Mathematically speaking, it is calculated as:

 Precision
TP

TP FP
�

�
 

Recall is the total number of accurate predictions made across all valid samples. 
It is computed as:

 Recall
TP

TP FN
�

�
 

Mean score: Generally speaking, a “mean score” is the average of a group of 
scores or numerical values. It is a central tendency that provides a general represen-
tation of the data. Depending on the specific context, the term “mean score” in ML can 
have various interpretations. Here are two typical interpretations: cross-validation 
mean score and model evaluation mean score.

F1 score: A popular metric in statistics and ML for assessing a classification mod-
el’s performance is the F1 score. When working with imbalanced datasets-meaning 
when one class significantly outnumbers the other—it is particularly beneficial. It is 
calculated as:

 F score
Precison Recall

Precison Recall
1

2
� � �

( )
�

�
*  

Sensitivity: Often referred to as the hit rate, recall rate or true positive rate, this 
crucial performance indicator is used in binary classification. It assesses a model’s 
ability to accurately identify positive instances among all the real positive instances 
in the dataset. It is calculated as:

 Sensitivity
TP

TP FN
�

�
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Specificity: A key performance indicator in binary classification is specificity, 
which assesses a model’s ability to accurately identify negative instances among all 
actual negative instances in the dataset. It is calculated as:

 Specificity
TN

TN FP
�

�
 

Area under curve: One metric used to assess the performance of a binary classifi-
cation model is the receiver operating characteristic (ROC)’s area under the curve (AUC). 
The trade-off between the true positive rate (sensitivity) and the false positive rate 
(specificity) at different threshold settings is graphically represented by the ROC curve.

3.6	 Model	validation

A mathematical technique for evaluating mastery-learning capacities is cross- 
validation. The validation process uses the K-fold validation approach. The entire data-
set is utilized for both testing and training in the K-fold method. In this manner, 70% 
of the dataset is used for training, while 30% is allocated for testing, considering the 
relevant test cases. The results are then validated and verified with the entire dataset.

4	 RESULTS	AND	DISCUSSION

The experimentation was conducted using Google CoLab. Pandas is used to load the 
dataset, and Matplotlib is used to create plots using Python packages. Pre-processing 
in the Jupyter Notebook involves using Python to program subsets, selecting the best 
features, and handling missing values. Python is also used in the implementation of 
the ML steps. A Windows 10 PC with the following specifications was used for the 
experiments to successfully run and validate the proposed model: a 2.9 GHz Intel 
Core i7 CPU, 8 GB of RAM, an Intel HD Graphics 620 GPU, and a 5 GB disk.

The model evaluation results for the selected dataset are presented and discussed 
in this section. The way in which the models are measured and trained affects the 
evaluation results. The assessment of ASD was conducted using a conventional ML 
methodology that included SVM, NB, RF, ET, KNN, DT, AB, and SGD. As defined in 
Section 3.1, we conducted experiments on four different datasets, and the results 
were recorded after 50 iterations. The empirical performance evaluation of classifi-
ers based on conventional ML algorithms is summarized in Tables 4 to 7.

Table 4. Evaluation results for toddler dataset

Model Accuracy Sensitivity Specificity Mean Precision Recall F1_Score AUROC

DT 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

RF 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

ET 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

AB 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

SGD 1.000 1.000 1.000 1.000 1.000 1.000 1.000 NaN

SVM 0.997 0.995 1.000 0.997 1.000 0.995 0.998 1.000

KNN 0.972 0.963 0.990 0.975 0.995 0.963 0.979 0.991

NB 0.959 0.950 0.980 0.963 0.990 0.950 0.970 0.998
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Table 5. Evaluation results for children dataset

Model Accuracy Sensitivity Specificity Mean Precision Recall F1_Score AUROC

SGD 0.989 0.973 1.000 0.987 1.000 0.973 0.986 NaN

SVM 0.955 1.000 0.922 0.959 0.902 1.000 0.949 1.000

ET 0.932 0.973 0.902 0.936 0.878 0.973 0.923 0.988

RF 0.898 0.973 0.843 0.905 0.818 0.973 0.889 0.976

NB 0.875 0.865 0.882 0.874 0.842 0.865 0.853 0.975

AB 0.852 0.919 0.804 0.858 0.773 0.919 0.840 0.861

KNN 0.841 1.000 0.725 0.855 0.725 1.000 0.841 0.946

DT 0.818 0.892 0.765 0.825 0.733 0.892 0.805 0.828

Table 6. Evaluation results for adolescent dataset

Model Accuracy Sensitivity Specificity Mean Precision Recall F1_Score AUROC

ET 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

SVM 0.938 0.900 1.000 0.946 1.000 0.900 0.947 0.992

SGD 0.938 0.900 1.000 0.946 1.000 0.900 0.947 NaN

RF 0.938 100.000 0.833 0.924 0.909 100.000 0.952 0.992

KNN 0.875 100.000 0.667 0.847 0.833 100.000 0.909 0.975

NB 0.750 0.650 0.917 0.772 0.929 0.650 0.765 0.900

AB 0.750 0.750 0.750 0.750 0.833 0.750 0.789 0.750

DT 0.688 0.700 0.667 0.685 0.778 0.700 0.737 0.683

Table 7. Evaluation results for adult dataset

Model Accuracy Sensitivity Specificity Mean Precision Recall F1_Score AUROC

SGD 1.000 1.000 1.000 1.000 1.000 1.000 1.000 NaN

SVM 0.986 0.947 1.000 0.978 1.000 0.947 0.973 1.000

ET 0.981 0.930 1.000 0.970 1.000 0.930 0.964 0.999

NB 0.976 0.930 0.994 0.967 0.981 0.930 0.955 0.998

RF 0.972 0.912 0.994 0.959 0.981 0.912 0.945 0.998

KNN 0.958 0.912 0.974 0.948 0.929 0.912 0.920 0.993

DT 0.929 0.877 0.948 0.918 0.862 0.877 0.870 0.913

AB 0.929 0.877 0.948 0.918 0.862 0.877 0.870 0.913

We have carefully measured several performance metrics in our extensive anal-
ysis, such as the F1 score, accuracy, precision, mean score, sensitivity, specificity, 
and area under the receiver operating characteristic curve (AUROC). Together, these 
metrics provide a comprehensive overview of the ML model’s performance across 
various domains. The results do, however, highlight one important finding: there is 
a noticeable difference in the model’s performance between datasets. Our deliberate 
choice to utilize authentic datasets without balancing, which mirrors the inherent 
complexities and imbalances present in real-world data, is the reason behind this 
inconsistency. This emphasizes the importance of considering dataset characteris-
tics when evaluating models. It underscores the need for meticulous model selection 
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and fine-tuning to achieve optimal results across various scenarios. A comprehen-
sive understanding of the effectiveness of classifiers is enhanced by incorporating a 
variety of performance metrics. This, in turn, encourages a data-driven approach to 
selecting and enhancing models.

From Figure 2, it is clear that the remarkable 100% accuracy achieved by DT, RF, 
ET, AB, and SGD classifiers on a toddler dataset highlights the potential effectiveness 
of these models in identifying complex patterns in the data. The remarkable accu-
racy indicates that these algorithms have successfully captured the fundamental 
structure of the features associated with toddlers, demonstrating their proficiency 
in classification tasks for this specific dataset. The accompanying figure visually val-
idates the strong performance of these classifiers and demonstrates their ability to 
predict outcomes effectively. On the other hand, while still achieving remarkable 
accuracy levels between 95% and 99%, SVM, KNN, and NB classifiers appear to per-
form slightly less accurately than their counterparts. This subtle variation in how 
well different algorithms perform encourages more research into the specific details 
of the toddler dataset, which may shed light on the types of data that each algorithm 
is better at handling.

Fig. 2. Accuracy comparison of machine learning algorithms on toddler dataset

Based on the results shown in Figure 3, we compared classifiers using a chil-
dren’s dataset and found significant differences in performance measures. In partic-
ular, the SVM and SGD classifiers have performed better, achieving accuracy rates 
between 95% and 99%. This excellent performance indicates that these models are 
proficient at identifying patterns among the intricate features of the children data-
set, showcasing their effectiveness in classification tasks specific to this scenario. 
Figure 3 that accompanies these results visually emphasizes the consistent high 
accuracy of SGD and SVM classifiers, showcasing their reliability in various scenar-
ios. On the other hand, the alternative classifiers in our study have shown somewhat 
inconsistent results, with accuracy ranging from 80% to 93%. Although this range is 
still impressive, it shows that the predictive abilities of these classifiers differ notice-
ably from those of the SGD and SVM models. The observed discrepancies in accuracy 
highlight how crucial it is to carefully select models based on the unique character-
istics and nuances of the dataset in question.
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Fig. 3. Accuracy comparison of machine learning algorithms on child dataset

Surprisingly, the ET classifier has proven to be incredibly accurate, scoring a per-
fect 100% on the teenage dataset. This remarkable performance indicates that ET, 
with its randomization techniques and ensemble learning approach, has success-
fully captured the complex patterns present in the teenage dataset, demonstrating 
its resilience in classification tasks designed for this age group. Accuracy rates rang-
ing from 90% to 94% have also been achieved by the RF, SVM, and SGD classifiers 
collaborating to yield impressive outcomes. The accompanying Figure 4 highlights 
the robust and consistent performance of these models in a variety of scenarios 
across the adolescent dataset. It is noteworthy, though, that other classifiers in our 
study have shown a slightly wider accuracy range, varying from 68% to 88%. This 
variability suggests that while ET, RF, SVM, and SGD models perform exceptionally 
well, other classifiers might struggle to match the intricacies of the teenage dataset. 
The subtle differences in accuracy emphasize the importance of using a customized 
strategy when selecting classifiers based on the distinctive features of the dataset.

Fig. 4. Accuracy comparison of machine learning algorithms on adolescent dataset
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In our analysis of the adult dataset, the SGD classifier has proven to be an out-
standing performer, achieving a flawless accuracy rate of 100%. This impressive 
outcome highlights the effectiveness of the SGD classifier in identifying intricate pat-
terns specific to the adult population. It demonstrates strong performance in classi-
fication tasks tailored for this age group. Concurrently, other classifiers that we used 
in this investigation have also yielded excellent results, with accuracy rates ranging 
between 92% and 98%. These results are graphically represented in the accompany-
ing Figure 5, which illustrates the consistent performance of the SGD classifier and 
other models across various instances in the adult dataset. Although the SGD clas-
sifier is exceptional for its flawless accuracy, the competitive performance of other 
classifiers suggests a diverse range of models that are suitable for this specific dataset.

A comprehensive examination of the confusion matrices for each classifier model 
across various datasets provide valuable insights into the distinct performance char-
acteristics and challenges linked to each dataset. Interestingly, Table 8 shows indica-
tions of an uneven distribution of classes in both the Toddler and Adult datasets. This 
imbalance may make it difficult for classifiers to predict minority classes accurately, 
potentially leading to biased outcomes. The distribution in the children and adoles-
cent datasets, on the other hand, is noticeably more balanced, which enhances the 
performance of the classification models for these age groups. The KNN classifier is 
particularly adept at generating a well-balanced distribution of results in the children 
dataset, as indicated by the confusion matrix analysis. This implies that KNN effec-
tively negotiates the nuances of class disparities, contributing to a more equitable 
representation of predictions for this age group across different classes. Furthermore, 
the confusion matrix shows that the accuracy expectations for the adolescent dataset 
closely align with the NB classifier. NB’s balanced distribution in this case indicates 
that the model manages class proportions well, which helps to produce reliable pre-
dictions in the adolescent dataset. These results highlight the significance of consider-
ing both the distribution of predictions across classes and overall accuracy, especially 
in datasets with existing class imbalances. More accurate and dependable predictions 
are made possible by customizing classifier selection to the unique features of each 
dataset, as demonstrated by the nuanced performance of KNN and NB in the chil-
dren and adolescent datasets. Understanding the strengths and weaknesses of each 
classifier model in addressing the challenges posed by different class distributions in 
datasets across various age groups is facilitated by utilizing confusion matrices.

Fig. 5. Accuracy comparison of machine learning algorithms on adult dataset
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Table 8. Confusion matrix of machine learning algorithms on different datasets
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The receiver operating characteristic (ROC) curves are a comprehensive metric 
that can be used to visualize the performance of ML models. This graph illustrates 
the trade-off between true positive rates and false positive rates at various thresh-
olds. These ROC curves are displayed in the accompanying Figures 6 to 9, which 
offer a dynamic representation of the performance of various classifiers on the tod-
dler dataset. Surprisingly, classifiers with AUC values of 1 include DT, RF, ET, AB, and 
SVM. An ideal classification scenario is one in which the model achieves perfect 
discrimination between positive and negative instances, as indicated by a perfect 
AUC score. Concurrently, Figure 6 shows that NB and KNN classifiers are not far 
behind, producing excellent AUC values of 0.99. This nearly flawless score indicates 
that these classifiers are still highly effective at accurately classifying data, even 
though they may not be as superior as their counterparts. The robust discriminative 
abilities of the classifiers are further supported by the ROC analysis, which high-
lights their capacity to capture subtle patterns within the toddler dataset. DT, RF, 
ET, AB, SVM, KNN, and NB all achieved remarkable AUC values, which attest to 
their effectiveness in making precise predictions for various instances in the toddler 
dataset. This detailed visualization enhances our comprehension of the classifiers’ 
abilities to process data related to toddlers by offering a nuanced perspective on the 
subtle variations in their performance. It also reaffirms the previously mentioned 
high accuracy.
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Fig. 6. Measurement of AUROC of machine learning algorithms on toddler dataset

Figure 7, which accompanies the SVM classifier, stands out among the others. The 
SVM classifier’s exceptional ability to correctly classify instances within the children’s 
dataset is highlighted by its perfect AUC score, which strikes a balance between true 
positive rates and false positive rates. Other classifiers depicted in the figures, on the 
other hand, exhibit AUC values ranging from 0.82 to 0.98. This variability highlights 
subtle differences in how well the classifiers perform, with each model showcasing its 
own advantages and characteristics in navigating the complexities of the children’s 
dataset. Even though some classifiers achieve an AUC value close to 1.0, they still do 
not quite reach the level of perfect discrimination exhibited by the SVM classifier.

Fig. 7. Measurement of AUROC of machine learning algorithms on child dataset
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The classifier named ET is the most effective on the adolescent dataset, exhibiting 
a maximal AUC value of 1. This flawless AUC score highlights the robustness of ET in 
identifying complex patterns within the adolescent dataset and indicates an excel-
lent ability to distinguish between positive and negative instances. DT, on the other 
hand, has the least favorable AUC value in this situation, scoring 0.68. The lower 
AUC value suggests potential challenges in capturing the underlying complexities, 
indicating that DT may be less effective at distinguishing between classes within the 
adolescent dataset. The AUC values of the remaining classifiers in Figure 8 range 
from 0.75 to 0.99. The variation in AUC scores reveals subtle differences in the per-
formance of these models, with each one exhibiting varying degrees of accuracy 
in correctly classifying instances from the adolescent dataset. As some classifiers 
approach the level of perfection achieved by ET, others demonstrate their effective-
ness in handling the complexities of the dataset by achieving AUC values in the mid-
to-high range.

Fig. 8. Measurement of AUROC of ML algorithms on adolescent dataset

The SVM classifier achieves a perfect AUC value of 1.0, making it the clear win-
ner on the adult dataset. This exemplary AUC score underscores the SVM classifier’s 
robust performance in recognizing intricate patterns and confirms its exceptional 
ability to precisely differentiate between positive and negative instances within the 
adult dataset. Some of the other classifiers displayed in Figure 9, have AUC values 
ranging from 0.91 to 0.99. These AUC scores indicate very good discriminatory abili-
ties, although they are slightly less optimal than those of the SVM classifier. All of the 
classifiers in this range demonstrate excellent accuracy in distinguishing between 
the classes in the adult dataset.
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Fig. 9. Measurement of AUROC of machine learning algorithms on adult dataset

In order to enhance the accuracy of predicting ASD, datasets pertaining to ASD 
were collected and analyzed as part of research projects. In the study, several ML 
classifiers were utilized, including AB, SVM, NB, RF, ET, KNN, DT, and SGD. The accu-
racy of the suggested model was found to be comparable when the results were 
compared with those of other recent studies [28] and [29], as shown in Table 9. 
Crucially, the model demonstrated efficacy in diagnosing ASD in patients of various 
ages, from toddlers to adults. The results suggest potential applications for the devel-
oped model in the field of diagnosing ASD.

Table 9. Comparison of performance results

Toddler Children Adolescent Adult

[28] [29] Proposed  
Work [28] [29] Proposed  

Work [28] [29] Proposed  
Work [28] [29] Proposed  

Work

SVM 92.7 93.8 99.6 89.9 93.8 95.4 84.9 85.2 93.7 93.8 95.2 98.5

NB 88.9 94.1 95.8 73.4 84.6 87.5 75.3 70.8 75.0 96.9 97.6 97.6

DT – 100 100 – 80.1 81.2 – 96.8 68.7 – 91.8 92.9

RF 81.5 98.5 100 85.4 88.7 89.7 90.5 91.8 93.7 89.7 96.4 97.1

ETC – – 100 – – 93.2 – – 100 – – 98.1

KNN 90.5 95.7 97.1 79.8 81.9 84.1 79.8 80.9 87.5 91.8 93.8 95.7

AB – – 100 – – 85.2 – – 75.0 – – 92.9

SGD – – 100 – – 98.8 – – 93.7 – – 100

5	 CONCLUSION

Diagnosing ASD can be challenging due to the complexity of associated disor-
ders, which involve behavioural, emotional, structural, and mental components. 
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As there are currently no conclusive medical tests for all relevant features, the diag-
nosis of ASD is based on laborious and intricate procedures involving psychologi-
cal evaluations and observation of responses. Accurate detection of ASD is further 
complicated by the absence of effective screening methods. A recent and promising 
advancement in enhancing the accuracy and effectiveness of ASD prediction is ML. 
The effectiveness of diagnosing ASD across various age groups was demonstrated by 
applying different machine learning models to a dataset that included toddlers and 
adults. The findings suggest potential applications for the model in diagnosing ASD. 
Prospects for the future include exploring transfer-learning models such as ResNet 
and MobileNet, which utilize image datasets to improve the accuracy of detecting 
ASD in autistic children at a young age. Furthermore, deep learning techniques 
might be useful in the future for determining the severity of the disorder.
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