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PAPER

Improving the Accuracy of Oncology Diagnosis: A Machine 
Learning-Based Approach to Cancer Prediction

ABSTRACT
Cancer ranks among the most lethal illnesses worldwide, and predicting its onset can be a 
crucial factor in enhancing people’s quality of life by taking preventive measures to improve 
treatment and survival. This study conducted comparative research to determine the 
machine learning model with the highest accuracy for tumor type classification, distinguish-
ing between malignant (cancer) and benign tumors. The models evaluated include decision 
tree (DT), naive bayes (NB), extra trees classifier (ETM), random forest (RF), K-means clustering 
(K-means), logistic regression (LR), adaptive boosting (AdaBoost), gradient boosting (GB), light 
gradient boosting machine (LightGBM), and extreme gradient boosting (XGBoost) to identify 
the one with the best accuracy. The models were trained using a dataset of 569 records and a 
total of 32 variables, containing patient information and tumor characteristics. The study was 
structured into sections, such as related studies, descriptions of the models, case study devel-
opment, results, discussion, and conclusions. The models’ performance was evaluated based 
on metrics of precision, sensitivity, accuracy, and F1 score. Following the training, the results 
positioned the XGBoost model as having the best performance, achieving 98% precision, 
accuracy, sensitivity, and F1 score.
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1	 INTRODUCTION

Each year, millions of people worldwide are diagnosed with cancer, and slightly 
more than half of those diagnosed die from the disease [1]. Currently, cancer, 
along with cardiovascular disease, is the leading cause of death in approximately 
127 countries [2]. Lifestyle, environmental factors, and genetic variations are 
believed to influence the development of cancer, which is present in more than 90% 
of diagnosed cases [3], [4]. Cancer is generally characterized by the abnormal growth 
of cells and can occur in any body structure or organ [5]. It is estimated that in 2020, 
there will be approximately 19 million new cases of cancer and about 10 million 
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deaths [6]. Moreover, a higher incidence of cancer is observed in countries with a 
high socioeconomic level and advanced stages of development, particularly breast, 
colon, prostate, and uterine cancer [7]. People under 75 years of age have a 20% risk 
of developing cancer and a 10% risk of dying from the disease [8]. In some countries, 
the incidence level is 400 diagnosed cases per 100,000 men and 300 per 100,000 
women [9].

In recent years, non-melanoma skin cancer, tracheal, bronchus, and lung can-
cer, colon and rectal cancer, breast cancer, prostate cancer, stomach cancer, and 
other malignant neoplasms have reached the highest mortality rates, with an 
incidence rate of 79.1%, 27.66%, 26.71%, 24.17%, 17.39%, 15.59%, and 10.45%, 
respectively [10]. These cancers account for about half of the mortality worldwide, 
with the most deaths occurring in East Asia at 36.2%, followed by South Central 
Asia at 12%, Eastern Europe at 7.3%, and North America at 7.3% of deaths [11]. The 
incidence rate was 49.2% in Asia, 22.4% in Europe, 13.4% in North America, 7.8% in 
South and Central America, 5.9% in Africa, and 1.3% in Oceania [12].

In the United States, some of the most common cancers affecting the male popula-
tion include prostate cancer at 27%, lung and bronchus cancer at 12%, and colon and 
rectal cancer at 8%. For women, breast cancer accounts for 31%, lung and bronchus 
cancer for 13%, and colon and rectal cancer for 8% [13], [14]. Conversely, China exhibits  
a lower cancer incidence compared to the United Kingdom and the United States. 
However, the mortality rate in China is notably higher, ranging from 30% to 40%, 
with over 36% of deaths attributed to liver, stomach, and esophagus cancers [15].

Much study has been done with mathematical models to determine and classify 
cancer, as in [16], where a novel technique is proposed for the treatment of tumor 
models with a power-law kernel using the Sumudu transform. Machine learning 
(ML) models are an important tool as they use large datasets to identify patterns that 
can predict the development of diseases [17], [18]. ML has been used in various fields 
of study, such as aiding in the discovery of disease-related genes [19], word analysis 
and classification [20], [21], and price prediction [21], among others. By using these 
models, it is possible to estimate the probability that a person will develop a disease 
in the future [22], [23].

This study aims to compare the accuracy of ML models for tumor type classifi-
cation, distinguishing between malignant (cancer) and benign tumors. The models 
evaluated include decision tree (DT), Naive Bayes (NB), extra trees classifier (ETM), 
random forest (RF), k-means clustering (K-Means), logistic regression (LR), adap-
tive boosting (AdaBoost), gradient boosting (GB), light gradient boosting machine 
(LightGBM), and extreme gradient boosting (XGBoost) to determine which of the 
10 models provides better accuracy. This paper is structured into six parts. The first 
part contextualizes the study problem. The second part details related work, while 
the third part describes the ML models used and analyzes the data before training 
the models. The training results are presented in part four, followed by discussions 
in part five. Finally, the conclusions of the study are presented in the sixth part.

2	 RELATED WORK

The following are studies that aim to predict the most prevalent cancers globally, 
such as lung cancer, breast cancer, and colon cancer, among others. In a study by 
the authors [24], a comparative investigation of five ML models focused on breast 
cancer prediction was conducted using the Wisconsin dataset. The study identi-
fied artificial neural networks (ANN) as the most accurate model with 0.9857 accu-
racy and 0.9782 precision, followed by support vector machines (SVM) with 0.9714 
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accuracy and 0.9565 precision. Similarly, a study [25] compared different ML models 
for breast cancer prediction. The results showed that AdaBoost, GB, and RF achieved 
0.1 accuracy, followed by k-nearest neighbor (KNN), bagging, and the multi-layer 
perceptron (MLP), with accuracies of 0.9956, 0.9582, and 0.9692, respectively. In 
study [26], a comparative analysis of 13 ML models for breast cancer prediction was 
developed using the Wisconsin Breast Cancer Original (WBCO) dataset. The study 
concluded that the MLP model achieved the highest accuracy at 0.9876. On the other 
hand, a study [27] presented a study of ML models for colon cancer prediction and 
survival using a dataset from Chang Gung Memorial Hospital, Taiwan, with 4021 
records. The study found that the RF model achieved the highest accuracy at 0.84. 
Similarly, the authors of the study [28] conducted a comparative analysis of multiple 
ML models focused on colon cancer prediction. They employed feature selection 
and classification techniques for data processing, with the results positioning RF as 
the most accurate model with 0.951. Study [29] performed a comparative study of 6 
ML models for the prediction and classification of colon and lung cancer, utilizing 
feature engineering techniques for data processing. The study concluded that the 
XGBoost model outperformed all others with 0.99 accuracy. In contrast, a study [30] 
compared different ML models for ovarian cancer prediction, using Pearson’s skew-
ness and correlation coefficient to process the dataset. The findings indicated that 
the RF model achieved an accuracy of 0.8872. In study [31], the authors evaluated 
different ML models focused on lung cancer prediction, with the results positioning 
the ANN model as the most accurate with 0.1 accuracy. Similarly, a study [32] exam-
ined different ML models for lung cancer prediction, concluding that the ANN model 
is the most accurate with 0.813 accuracy. The authors of the study [33] conducted 
an investigation to identify the optimal ML model for lung cancer prediction using a 
dataset containing hundreds of grayscale images. The training results positioned the 
Adaboost model as the best, achieving 0.9074 in accuracy, 0.8180 in sensitivity, and 
0.9399 in specificity. In the study [34], multiple ML models were analyzed for col-
orectal cancer prediction, with RF achieving the best metrics with 0.75 in accuracy 
and 0.76 in sensitivity. Compared various [35] ML models for cervical cancer predic-
tion, with the NB model being identified as the most accurate, achieving 0.9638 in 
accuracy. Similarly, a study [36] evaluated three ML algorithms for cervical cancer 
prediction, with all three methods achieving the best metrics at 0.9333 in accuracy. 
Finally, in the study [37], RF, XGBoost, BN, and convolutional neural networks (CNN) 
models were analyzed and trained for cervical cancer prediction. The study con-
cluded that the CNN model is the best predictor, achieving 0.1 in accuracy.

3	 METHODOLOGY

In this part of the paper, we will develop the case study, which is divided into two 
sections. In Section 3.1, we describe the ML models (NB, DT, RF, ETM, K-means, logis-
tic regression model, adaptive boosting model, gradient boosting model, LigthGBM, 
and XGBoost). In Section 3.2, we perform a detailed analysis of the dataset to 
subsequently train the models.

3.1	 Description of the ML models

Naive bayes model. NB is a well-known probabilistic classification algorithm, 
known for its simplicity and effectiveness in various real-world applications [38]. 
NB operates under the assumption that all attributes in a dataset are independent of 
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each other, which streamlines the training and learning process [39]. The model is 
founded on Bayes’ rule or theorem, represented by the following notations: [40], [41]. 
The model can be mathematically described by equations (1) and (2).

	 P A B
P Aand B

P B
( / )

( � � )
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��� �= 	 (1)
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Where P(A) represents the likelihood of event A, P(B) denotes the probability of 
event B, and P (A and B) indicates the joint probability of both events A and B. P(A\B) 
is the conditional probability of event A assuming that B has occurred.

Decision tree model. DT is a popular tool in supervised learning, as it can be 
used for classification and prediction [42]. The model is structured by recursively 
dividing the dataset into smaller subsets until a level of homogeneity is reached [43]. 
Furthermore, it is hierarchically structured with internal nodes and leaves, where 
leaves represent decisions or class labels [44]. DT can be applied in various fields, 
such as asthma prediction and financial risks, among others [45], [46]. Equation (3) 
presents the mathematical representation of the model.
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Where s is the sample, E represents the entropy, Pn is the probability of NO, and 
Py is the probability of YES.

Random forest model. RF is one of the most widely used algorithms because it 
can be applied to both data regression and classification [47]. Typically, the model 
trains thousands of DT using a random subset of data, aggregates the results of 
each tree, and generates predictions [48], [49]. Additionally, the model is utilized for 
feature selection metrics, data classification, and assessing the proximity between 
data [50]. The model’s architecture is illustrated in Figure 1.

Fig. 1. Architecture of the RF model
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Extra trees model. ETM is very similar to the RF model, but it employs different 
data selection methods. The model is constructed with multiple decision or regres-
sion trees that are not pruned to prevent overfitting [51]. ETM uses randomization 
to split the nodes based on cutoff points and leverages the entire training dataset to 
build the trees without employing bootstrap replication [52]. The model finds appli-
cations in various fields such as linear regression in ML, classifying cardiac signals, 
and predicting epileptic seizures, among others [53], [54], and [55]. Similar to RF, 
the model aggregates all trees to average and predict the final outcome using the 
Breiman equation, as described below [56]. The mathematical representation of the 
model is shown in equation (4).
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K-Means model. K-means is one of the most widely used clustering algo-
rithms today, as it is quick to learn and simple to apply [57]. The model utilizes 
the value of k throughout the clustering process, sequentially assigning each data 
point to the center of the corresponding cluster and updating at each new assign-
ment until convergence is reached [58]. The algorithm can be used in parallel for 
data processing acceleration and can be combined with other data segmentation 
techniques [59], [60]. The model can be expressed as equation (5).
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Where K is the number of groups, S is the set of observations, x is the observation 
point, and mi mean of the points in Si.

Logistic regression model. LR is a statistical model that illustrates the relationship 
between variables and is used to predict the probability of an event occurring based 
on independent variables [61]. This model is widely utilized in fields such as finance, 
marketing, and the social sciences [62]. Moreover, the model utilizes the likelihood 
function for optimization and subsequent training [63], [64]. The equation of the model 
is detailed in equation (6). The event Y occurring has a probability denoted as P(Y).
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Adaptive boosting model. AdaBoost is an ML algorithm that enhances the accu-
racy of other classification models by amalgamating multiple weak classification algo-
rithms into a robust one. This technique assigns weights to each data point in the 
training set to train weak classifiers [65], [66]. The model is widely recognized as one of 
the most popular, being the first one dedicated to practical application [67]. AdaBoost 
is extensively used in both studies and industry due to its capability to enhance other 
classification models [68], [69]. The model can be mathematically represented in equa-
tion (7), where T denotes the count of weak models, FT(x) is the final prediction of x, 
ft(x) is the prediction of the weak model, and at is the weighting coefficient.
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Gradient boosting model. Similar to AdaBoost, GB focuses on enhancing 
the accuracy of classification and regression algorithms. The model sequentially 
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trains multiple weak learners to correct the errors of previous learners, result-
ing in a more precise model [70]. Due to its capability to enhance the accuracy 
of other models, AdaBoost is extensively utilized in various fields of study and 
industries [71], [72]. The model is optimized in function space using gradients, 
based on Friedman’s statistical development [73]. AdaBoost can be represented 
by the following equation (8), where f (x) is the prediction function, ˆ �y is the final 
model accuracy, γ is the learning coefficient, and h(x) is the prediction of the i-th 
weakest model.

	 ˆ ( ) * ( )y f x h x� � �� 	 (8)

LigthGBM model. The LigthGBM model is mainly focused on classification 
and regression. Compared to other models, it is faster and more efficient [74]. The 
model utilizes the gradient-based one-sided sampling (GOSS) technique to reduce 
the amount of data used in the training process, enhancing the accuracy and speed 
of the model [75], [76]. The model architecture is illustrated in Figure 2.

Fig. 2. Architecture of the LigthGBM model

Extreme gradient boosting model. XGBoost is a highly popular classification 
and regression algorithm. It sequentially incorporates weak learners to enhance 
the model’s accuracy and utilizes regularization techniques to mitigate overfitting 
issues [77], [78]. Equation (9) outlines the formula used by the model to compute 
the prediction of each tree. Here, f (x) represents the prediction generated by the i-th 
decision tree, and y denotes the final model prediction.

	
=

= ∑
1

ˆ ( )
m

i t i
t

y f x 	 (9)

3.2	 Case study

Understanding the dataset. For this study, we used a dataset provided by 
Kaggle, which included a total of 33 variables. These variables consist of patient id, 
diagnosis (B = benign, M = malignant), and various tumor characteristics such as 
mean radius, mean perimeter, mean texture, mean area, mean smoothness, mean 
concavity, mean concave points, mean symmetry, mean fractal dimension, mean 
compactness, radius se, perimeter se, texture se, area se, smoothness se, concavity 
se, compactness se, concave points se, fractal dimension se, symmetry se, radius 
worse, texture worse, perimeter worse, area worse, smoothness worse, compactness 
worse, concavity worse, concave points worse, symmetry worse, and fractal dimen-
sion worse. The dataset comprises 569 patient records. The process of developing 
the case study is outlined in Figure 3.
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Fig. 3. Case study development process

Preparation of the case study. In this section, we carry out a content analysis of 
the dataset before proceeding with the analysis and training of the models. Initially, 
we imported the necessary libraries for data manipulation. During the initial anal-
ysis, we observed that the dataset consists of continuous and categorical variables. 
It is important to note that no null values are present, as indicated in Table 1. 
Subsequently, we examined the types of data stored in each column of the dataset, 
as outlined in Table 2. To streamline the training process, we opted to remove the 
‘Unnamed: 32’ column, as it will not be used in the process.

Table 1. Content of the data set

0 1 2 3 … 565 566 567 568

id 842302 842517 84300903 84348301 … 926682 926954 927241 92751

diagnosis M M M M … M M M B

radius_mean 17.99 20.57 19.69 11.42 … 20.13 16.6 20.6 7.76

texture_mean 10.38 17.77 21.25 20.38 … 28.25 28.08 29.33 24.54

perimeter_mean 122.8 132.9 130 77.58 … 131.2 108.3 140.1 47.92

area_mean 1001 1326 1203 386.1 … 1261 858.1 1265 181

smoothness_mean 0.1184 0.08474 0.1096 0.1425 … 0.0978 0.08455 0.1178 0.05263

compactness_mean 0.2776 0.07864 0.1599 0.2839 … 0.1034 0.1023 0.277 0.04362

concavity_mean 0.3001 0.0869 0.1974 0.2414 … 0.144 0.09251 0.3514 0

concave points_mean 0.1471 0.07017 0.1279 0.1052 … 0.09791 0.05302 0.152 0

… … … … … … … … … …

texture_worst 17.33 23.41 25.53 26.5 … 38.25 34.12 39.42 30.37

perimeter_worst 184.6 158.8 152.5 98.87 … 155 126.7 184.6 59.16

area_worst 2019 1956 1709 567.7 … 1731 1124 1821 268.6

smoothness_worst 0.1622 0.1238 0.1444 0.2098 … 0.1166 0.1139 0.165 0.08996

compactness_worst 0.6656 0.1866 0.4245 0.8663 … 0.1922 0.3094 0.8681 0.06444

concavity_worst 0.7119 0.2416 0.4504 0.6869 … 0.3215 0.3403 0.9387 0

concave points_worst 0.2654 0.186 0.243 0.2575 … 0.1628 0.1418 0.265 0

symmetry_worst 0.4601 0.275 0.3613 0.6638 … 0.2572 0.2218 0.4087 0.2871

fractal_dimension_worst 0.1189 0.08902 0.08758 0.173 … 0.06637 0.0782 0.124 0.07039

Unnamed: 32 NaN NaN NaN NaN … NaN NaN NaN NaN
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Table 2. Summary information of the data set

# Column Dtype Non-Null Count

0 id int64 569 non-null

1 diagnosis object 569 non-null

2 radius_mean float64 569 non-null

3 texture_mean float64 569 non-null

4 perimeter_mean float64 569 non-null

5 area_mean float64 569 non-null

6 smoothness_mean float64 569 non-null

7 compactness_mean float64 569 non-null

8 concavity_mean float64 569 non-null

9 concave points_mean float64 569 non-null

10 symmetry_mean float64 569 non-null

11 fractal_dimension_mean float64 569 non-null

12 radius_se float64 569 non-null

13 texture_se float64 569 non-null

14 perimeter_se float64 569 non-null

15 area_se float64 569 non-null

16 smoothness_se float64 569 non-null

17 compactness_se float64 569 non-null

18 concavity_se float64 569 non-null

19 concave points_se float64 569 non-null

20 symmetry_se float64 569 non-null

21 fractal_dimension_se float64 569 non-null

22 radius_worst float64 569 non-null

23 texture_worst float64 569 non-null

24 perimeter_worst float64 569 non-null

25 area_worst float64 569 non-null

26 smoothness_worst float64 569 non-null

27 compactness_worst float64 569 non-null

28 concavity_worst float64 569 non-null

29 concave points_worst float64 569 non-null

30 symmetry_worst float64 569 non-null

31 fractal_dimension_worst float64 569 non-null

Exploratory analysis of the data. In Figure 4, we present an analysis of the tar-
get variable, which involves classifying tumors as benign (B) or malignant (M). It is 
evident that there is an imbalance in the class distribution, with a higher number of 
benign tumor records compared to malignant tumors. While this imbalance is not 
substantial, it is a crucial factor to consider in the dataset analysis.
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Fig. 4. Analysis of the target variable

In the bivariate analysis presented in Figure 5, the relationships between spe-
cific visual characteristics of tumors and the likelihood of developing cancer were 
examined. The results illustrated in Figure 5a indicate that tumors with a mean 
radius ranging from 10 mm to 15 mm are more likely to be benign and less likely to 
develop cancer. Conversely, in Figure 5b, it was discovered that tumors with a mean 
texture size between 20 mm and 25 mm have an increased probability of develop-
ing cancer. Additionally, Figure 5c demonstrates that tumors with a mean perimeter 
exceeding 70 mm have a reduced risk of being cancerous.

Fig. 5. (Continued)
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Fig. 5. Analysis of the objective variable with the visual characteristics of the tumor: (a) Objective variable 
and mean radius of the tumor, (b) Objective variable and average texture of the tumor,  

(c) Objective variable and average perimeter

Likewise, Figure 6 shows the results of the analysis of the target variable with 
the metric characteristics of the tumor. In Figure 6a, it is observed that when 
the smoothness of the tumor exceeds 0.005, the probability of the tumor being 
malignant or benign is nearly equal. Similarly, in Figure 6b, it is evident that a tumor 
compactness of 0.012 correlates with a lower probability of cancer development. 
Additionally, in Figure 6c, it is noted that a range of concave points from 0.05 mm 
to 0.10 mm is associated with a higher probability of developing a benign tumor, as 
opposed to a range from 0.15 mm to 0.10 mm, where it could be cancerous.

Fig. 6. (Continued)
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Fig. 6. Analysis of the target variable with the metric characteristics of the tumor: (a) Target variable and 
tumor smoothness, (b) Target variable and tumor compactness, (c) Target variable and tumor concave points

In Figure 7, the distribution of the data as a function of the target variable is 
presented to analyze the probabilities associated with the development of cancer 
according to additional tumor characteristics. According to Figure 7a, if the measure 
of tumor concavity (concavity worst) is pronounced, the odds of the tumor being 
malignant also increase considerably. Similarly, in Figure 7b, it is shown that a high 
number of concave points (concave points worst) is related to a higher probability 
of developing a cancerous tumor. Tumor smoothness (smoothness worst), depicted 
in Figure 7c, is also an important factor, as higher smoothness is associated with a 
higher probability of cancer. Additionally, an increase in tumor symmetry (the worst 
symmetry) also increases the probability of malignancy, according to Figure 7d. On 
the other hand, the fractal dimension (fractal dimension worst) does not seem to be 
a relevant indicator, as the probability of the tumor being benign or malignant is 
almost the same, as shown in Figure 7e. In contrast, tumor compactness is shown to 
be an important factor, as its increase correlates with a higher probability of cancer, 
as shown in Figure 7f.

a) b) c)

Fig. 7. (Continued)
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d) e) f)

Fig. 7. Box plot of the target variable with additional variables: (a) Target variable and tumor concavity, (b) Target variable  
and tumor concavity points, (c) target variable and tumor smoothness, (d) Target variable and tumor symmetry,  

(e) target variable and fractal dimension, (f) Target variable and tumor capacity

Data processing and modeling. Before training the models, the LabelEncoder 
class from the scikit-learn library was used to convert the categorical variables into 
continuous variables. Next, the target variable (diagnosis) was separated from the 
other variables. Subsequently, the StandardScaler class was employed to standardize 
all the data. Finally, the dataset was divided into two groups, with 30% allocated “0” of 
the data to the test group and the remaining 70% allocated “1” to the training group.

4	 RESULTS

In this study, NB, DT, RF, ETM, K-Means, LR, AdaBoost, GB, LightGBM, and XGBoost 
models were focused on tumor type prediction, distinguishing between malignant 
(cancer) and benign tumors. These models were analyzed and trained. The dataset, 
consisting of 32 variables and 569 patient records, was extracted from the Kaggle 
platform. This dataset was analyzed and processed to subsequently train ML models. 
The results of these trainings are shown in Table 3.

Table 3. Model training results

Naive Bayes

F1-Score (%) Recall (%) Precision (%)

0 0.93 0.92 0.94

1 0.88 0.9 0.86

macro avg 0.91 0.91 0.9

weighted avg 0.91 0.91 0.91

accuracy 0.91

Decision Tree

F1-Score (%) Recall (%) Precision (%)

0 0.93 0.91 0.96

1 0.89 0.94 0.86

macro avg 0.91 0.92 0.91

weighted avg 0.92 0.92 0.92

accuracy 0.92

(Continued)
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Random Forest

F1-Score (%) Recall (%) Precision (%)

0 0.98 0.97 0.98

1 0.96 0.97 0.95

macro avg 0.97 0.97 0.97

weighted avg 0.97 0.97 0.97

accuracy 0.97

Extra Trees

F1-Score (%) Recall (%) Precision (%)

0 0.96 0.99 0.93

1 0.92 0.87 0.98

macro avg 0.94 0.93 0.96

weighted avg 0.95 0.95 0.95

accuracy 0.95

K-Means

F1-Score (%) Recall (%) Precision (%)

0 0.95 0.97 0.92

1 0.9 0.86 0.95

macro avg 0.92 0.91 0.93

weighted avg 0.93 0.93 0.93

accuracy 0.93

Logistic Regression

F1-Score (%) Recall (%) Precision (%)

0 0.98 0.98 0.97

1 0.96 0.95 0.97

macro avg 0.97 0.97 0.97

weighted avg 0.97 0.97 0.97

accuracy 0.97

AdaBoost

F1-Score (%) Recall (%) Precision (%)

0 0.98 0.97 0.98

1 0.96 0.97 0.95

macro avg 0.97 0.97 0.97

weighted avg 0.97 0.97 0.97

accuracy 0.97

(Continued)

Table 3. Model training results (Continued)
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Gradient Boosting

F1-Score (%) Recall (%) Precision (%)

0 0.97 0.97 0.96

1 0.94 0.94 0.95

macro avg 0.96 0.95 0.96

weighted avg 0.96 0.96 0.96

accuracy 0.96

LightGBM

F1-Score (%) Recall (%) Precision (%)

0 0.97 0.97 0.96

1 0.94 0.94 0.95

macro avg 0.96 0.95 0.96

weighted avg 0.96 0.95 0.96

accuracy 0.96

XGB Boost

F1-Score (%) Recall (%) Precision (%)

0 0.98 0.98 0.98

1 0.97 0.97 0.97

macro avg 0.97 0.97 0.97

weighted avg 0.98 0.98 0.98

accuracy 0.98

In training the NB, DT, RF, ETM, and AdaBoost models, we used entropy and Gini 
calculations, along with GridSearch, to determine which metric is more effective for 
optimizing the models. The results indicate that the NB, DT, RF, ETM, K-Means, LR, 
AdaBoost, GB, LightGBM, and XGBoost models managed to achieve an accuracy of 
91%, 92%, 97%, 95%, 93%, 97%, 97%, 96%, 96%, and 98%, respectively.

All 10 models achieved exceptional metrics, reaching accuracies above 90%. 
The model that stands out the most is the XGBoost, which achieved the best perfor-
mance with 98% precision, 98% sensitivity, a 98% F1 score, and 98% accuracy. This 
was followed by the RF, LR, and AdaBoost models, which achieved 97% precision, 
97% sensitivity, a 97% F1 score, and 97% accuracy. In third place, we have the GB 
and LightGBM models with 96% accuracy and 96% in F1 count, except for sensi-
tivity, where GB obtained 96% and LightGBM 95%. In fourth place, the ETM model 
achieved 95% accuracy, 95% sensitivity, and a 95% F1 score. Finally, the K-means, 
DT, and NB models achieved 93%, 92%, and 91% accuracy, respectively.

5	 DISCUSSION

Cancer ranks among the most lethal illnesses worldwide; every year, thousands 
of people die from this disease. Predicting its development can be a crucial factor in 
improving the quality of life for people and taking preventive actions to enhance 
treatment and survival rates. This study conducted a comparative investigation to 

Table 3. Model training results (Continued)
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determine the model with the best accuracy for classifying tumor types in future 
individuals, distinguishing between malignant (cancer) and benign tumors. The 
models were trained with a dataset of 569 records and a total of 32 variables, con-
taining patient information and tumor characteristics. After applying data process-
ing and training, the models achieved accuracy levels above 90%. The XGBoost 
model achieved the best metrics with 98% accuracy, sensitivity, and F1-count. 
Similar to a study [29], where XGBoost was identified as the best predictor of lung 
and colon cancer with 99% accuracy and a 98% F1 count, this analysis used histo-
pathological images for predicting 5 types of lung and colon cancer tissues, unlike 
this study, which did not utilize images for cancer prediction. Additionally, the RF 
model achieved one of the best metrics in prediction with 97%, similar to the results 
obtained in the other studies [25], [28], where the RF model achieved 100% and 
95.16%, respectively, for predicting breast and colon cancer. The difference with the 
first study lies in the optimization techniques used to achieve 100% accuracy. On the 
other hand, studies [27], [30], and [34] for the prediction of colon, ovarian, and col-
orectal cancer achieved lower metrics than this study, with the RF model achieving 
84%, 88.72%, and 75%, respectively. Regarding the AdaBoost model, in this study, the 
model achieved 97% in all its performance metrics, somewhat similar to the results 
obtained in [25], [33], and [79] for the prediction of lung cancer, breast cancer, and 
the classification of autism spectrum disorder, where the model achieved 100%, 
90.74%, and 99.8%, respectively. Finally, the NB model obtained 91% accuracy, being 
the model with the lowest performance, which is lower than the accuracy obtained 
by [35], where NB achieved an accuracy of 96.38% for cervical cancer prediction. 
In conclusion, the results of the models are very similar to those obtained in other 
studies; the main difference lies in the use of different datasets and optimization 
techniques. For all these reasons, ML models can be a crucial tool in improving the 
treatment or life prognosis of patients by predicting the formation of cancerous 
tumors years in advance. However, these models are severely limited by the quality 
of the dataset used to achieve ideal accuracy.

6	 CONCLUSIONS

The use of ML models is becoming increasingly common in the medical field for 
predicting diseases such as cancer. However, one of the main challenges we face is 
the quality of the datasets used to train these models. In this study, we compared the 
accuracy of ML models for tumor type classification, distinguishing between malig-
nant (cancer) and benign tumors. A dataset of 569 records and 32 variables provided 
by Kaggle was used. After contrasting the training results, it was concluded that the 
XGBoost model delivered outstanding results, achieving a remarkable 98% accuracy, 
sensitivity, and F1 score. The other models also achieved exceptional results, with 
accuracies exceeding 90%.

Additionally, the visual and metric characteristics of tumors are important factors 
in determining whether they are malignant or not. This can help enhance the diag-
nosis of oncology patients, thereby improving their quality of life and prognosis in 
the future.

Finally, ML models for cancer detection are rapidly developing and improving. 
Therefore, it would be beneficial to examine various types of data, including genom-
ics, proteomics, and medical imaging data, and to study different types of cancer. 
Additionally, it is important to train the models with diverse datasets to assess the 
accuracy of the training.
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