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PAPER

Towards Efficient Lung Cancer Detection: V-Net-based 
Segmentation of Pulmonary Nodules

ABSTRACT
The novel approach uses the V-Net architecture to segment pulmonary nodules from 
computed tomography (CT) scans, enhancing lung cancer detection’s efficiency. Addressing 
lung cancer, a major global mortality cause, underscores the urgency for improved diagnostic 
methods. The aim of this research is to refine segmentation, a critical step for early cancer 
detection. The study leverages V-Net, a three-dimensional (3D) convolutional neural network 
(CNN) tailored for medical image segmentation, applied to lung nodule identification. It uti-
lizes the LUNA16 dataset, containing 888 annotated CT images, for model training and eval-
uation. This dataset’s variety of pulmonary conditions allows for a comprehensive method of 
assessment. The tailored V-Net architecture is optimized for lung nodule segmentation, with 
a focus on data preprocessing to elevate input image quality. Outcomes reveal significant 
progress in segmentation precision, achieving a loss score of 0.001 and a mIOU of 98%, setting 
new standards in the domain. Visuals of segmented lung nodules illustrate the method’s effec-
tiveness, indicating a promising avenue for early lung cancer detection and potentially better 
patient prognoses. The study contributes significantly to enhancing lung cancer diagnostic 
methodologies through advanced image analysis. An improved segmentation method based 
on V-Net architecture surpasses current techniques and encourages further deep learning 
exploration in medical diagnostics.

KEYWORDS
lung cancer detection, pulmonary nodule segmentation, V-Net architecture, computed 
tomography (CT) image analysis, deep learning, medical image processing, early cancer  
detection

1	 INTRODUCTION

Lung cancer significantly affects global health, leading to high rates of morbidity 
and mortality. The advent of computed tomography (CT) imaging has been pivotal in 
advancing the diagnosis of lung cancer thanks to its detailed spatial resolution, mak-
ing it a key tool in detecting pulmonary anomalies [1]. Nonetheless, the intricate and 
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subtle nature of lung nodules demands advanced segmentation techniques for pre-
cise detection and analysis. This overview traces the evolution of lung cancer detec-
tion methods, highlighting the transition from traditional chest radiography, with its 
inherent limitations, to more detailed and effective CT imaging [2–3]. It also empha-
sizes the crucial role of sophisticated segmentation in early diagnosis, especially 
within the context of precision medicine, which seeks to customize treatment to 
individual patient profiles [4].

The necessity for accurate segmentation becomes evident in distinguishing 
benign from malignant nodules and monitoring their development, thereby 
enhancing the prospects of early intervention and improved therapeutic 
outcomes [5–6]. The emergence of deep learning technologies, particularly 
the V-Net architecture, tailored for 3D medical imaging segmentation, marks 
a significant advancement in tackling the challenges posed by pulmonary 
nodules [7–9]. Despite progress, the diversity in nodule characteristics such as 
size, shape, and location presents ongoing challenges for segmentation tech-
niques [10]. The application of V-Net in the segmentation of pulmonary nodules 
aims to refine the precision and efficiency of lung cancer diagnosis by leveraging 
cutting-edge segmentation methods. This initiative seeks to contribute to the 
ongoing improvements in lung cancer diagnostic processes, amid the broader 
shift towards more personalized healthcare solutions. The general architecture 
of V-Net is shown in Figure 1.

Fig. 1. General V-Net architecture

V-Net architecture for 3D medical image segmentation, focusing on each compo-
nent step by step:

1. 3D Convolution: 3D Convolution in V-Net, the core operation, which processes 
volumetric data. The mathematical representation is:
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 Where f is the input volume, g is the 3D convolutional kernel, and i, j, k represents 
the coordinates in the 3D space.
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2. Pooling: Pooling reduces the spatial dimensions. Max pooling, for example, 
is defined

 P(R) = max(i, j, k) ∈ RV(i, j, k) (2)

 Where V (i, j, k) is the value at coordinates i, j and k in the input volume, and R is 
the sub-region over which pooling is applied.

3. Up-sampling: Up-sampling increases the spatial resolution. Nearest neighbor 
interpolation, one method of up sampling, can be defined as:

 U(x, y) = V( x/r, y/r ) (3)

 Here, U (x, y) is the value at coordinates x, y in the up sampled volume, V is the 
input volume, and r is the up-sampling factor.

4. Skip Connections: Skip Connections in V-Net are implemented either through 
element-wise addition or concatenation. For element-wise addition:

 Output = Input + F (Input, {Wi}) (4)

And for concatenation:

 Output = Concatenate(Input, G(Deeper Input, {Wi})) (5)

 In both cases input represents the feature map from an earlier layer, F and 
G are transformation functions applied Wi to the input and deeper input, 
respectively.

5. Residual Learning: Residual Learning is a key feature of V-Net, the output of a 
layer is the input plus the transformed input:

 Output = F(Input, {Wi} + Input (6)

 Where F represents the residual mapping, and Wi are the layer weights.
6. Dice coefficient loss function: Dice coefficient loss function is crucial for seg-

mentation tasks:

 Dice X Y X Y� � �� �2�*� � � �/� � �  (7)

 Where X is the predicted segmentation and Y is the ground truth.
7. Non-linear Activation Functions: Non-linear activation functions, such as 

ReLU, are used to introduce non-linearity:

 ReLU(x) = max(0, x) (8)

8. Output Layer: The output layer uses a sigmoid function:

	 � ( ) ( )x
x

�
� �

1

1 e
Sigmoid  (9)

Each of these mathematical concepts plays a critical role in enabling V-Net to 
effectively process and analyze 3D medical images, making it a powerful tool for 
tasks like medical image segmentation.

The field of lung cancer detection and segmentation has witnessed significant 
advancements in recent years, driven by an amalgamation of traditional image 
processing techniques and cutting-edge deep learning methodologies.
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1.1	 Research	contribution

1. The study introduces a specialized V-Net architecture tailored for the precise 
segmentation of lung nodules, demonstrating its efficiency through a remark-
ably low loss score of 0.001 and mIOU of 98%, indicating superior model 
performance.

2. It rigorously tests the model against the LUNA16 dataset, comprising 888 CT scans, 
where it reliably segments various nodule types and sizes, proving its efficacy 
in practical medical applications. The innovative segmentation model presented 
enhances lung cancer detection.

3. Lastly, the research highlights potential areas for improvement in segmentation 
technology, suggesting that addressing these challenges could significantly refine 
lung cancer diagnosis accuracy.

1.2	 Organization	of	the	work

Section 2 consolidates a comprehensive review of diverse deep learning 
strategies, while Section 3 details the materials and methodologies employed in the 
study. The findings and their implications are thoroughly examined in Section 4. The 
concluding section encapsulates the essence of the work proposed.

2	 RELATED	WORKS

In the context of lung cancer, early diagnosis significantly enhances survival 
rates and treatment options, though early-stage cancers are often asymptomatic, 
complicating detection without routine screening. Efficient segmentation methods, 
like those facilitated by advanced deep learning, are crucial for identifying subtle 
abnormalities early, enabling less invasive treatments and targeted therapies [6]. 
The introduction of deep learning, particularly the V-Net (U-Net-like architecture), 
has revolutionized medical image segmentation. V-Net extends convolutional neural 
networks (CNNs) into 3D, initially for brain lesion segmentation, but its design is 
now applied widely, including lung nodule segmentation, due to its ability to handle 
volumetric data complexities [7–9].

Despite advancements, lung nodule segmentation faces challenges, including 
variability in nodule characteristics, which traditional methods, reliant on hand-
crafted features, struggle to adapt to. This highlights the need for robust segmen-
tation techniques capable of managing the nuances of pulmonary nodules [10–11]. 
The accuracy of segmentation methods is paramount in the era of personalized 
medicine, demanding the development of innovative techniques like V-Net for 
precise lung cancer detection [10].

V-Net’s architecture, with contracting and expansive pathways, captures 
spatial relationships within CT scans, proving effective for pulmonary nodule 
segmentation. However, the field still grapples with challenges such as nodule 
heterogeneity, observer variability, limited annotated data, and the need for 
real-time processing, underscoring the importance of continued innovation 
and collaboration between medical imaging and artificial intelligence (AI) 
communities [13–15].
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Table 1. The summary of related works

Methods Strengths Limitations Challenges Ref. Results

Traditional  
Image  
Processing

Effective to a 
certain extent with 
handcrafted features 
and rule-based 
algorithms

Struggles with 
the intricacies of 
pulmonary  
nodules

Handling 
heterogeneity 
of nodules

[11] NA

UNET and  
UNETR

Captures intricate 
spatial dependencies 
within volumetric 
data. Suitable for the 
complexities presented 
by lung nodules

Requires large 
annotated 
datasets 
Struggles with 
heterogeneity and 
limited data

Heterogeneity of 
nodules. Limited 
annotated data

[12–13] IOU –  
92.03%
IOU –  
96.4%

Attention 
Mechanisms  
in CNNs

Enhances 
segmentation accuracy. 
It focuses on relevant 
regions, mitigating 
class imbalance and 
varying nodule sizes

Complexity in 
integration and 
optimization

Inter- and intra-
observer variability

[14] Median  
IOU –  
97.2%

GANs for 
Segmentation

Improves realism 
and accuracy of 
segmented nodules

Provide specific 
information about 
potential false 
positives or false 
negatives in the 
segmentation  
process

Limited annotated data [15] mIOU –  
91.75%

Hybrid  
Approaches 
(Traditional +  
Deep  
Learning)

Leverages strengths 
of both paradigms. 
Enhances 
interpretability 
of results

Complexity 
in combining 
methodologies 
effectively

Real-time processing 
needs heterogeneity 
of nodules: 
Variations in size, 
shape, texture, and 
location necessitate 
adaptive methods

[16–17] AUC –  
93.42%

RFR V-Net Investigation 
of multiple 
receptive fields

Overfitting after 
110 layers

Handling large 
volume of data

[30] DSC –  
95.01%

The summary of the literature review table encapsulates the diverse method-
ologies employed for lung nodule segmentation, which is depicted in Table 1, 
illustrating the transition from traditional image processing techniques to advanced 
deep learning models. Despite the progress, it underscores the persistent challenges 
such as nodule heterogeneity, observer variability, data scarcity, and the demand for 
real-time processing capabilities.

The vibrant interplay of traditional and deep learning methods, particularly the 
promise shown by V-Net, suggests a path forward despite persistent challenges. 
Addressing these issues is crucial for developing robust models, with collaborative 
efforts and advancements in data annotation and model interpretability paving the 
way for more accurate and clinically applicable solutions.
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3	 MATERIALS	AND	METHODS

The work presented utilizes the LUNA16 dataset [18], a well-established bench-
mark in the domain of lung nodule detection and segmentation. This dataset com-
prises 888 CT scans, each accompanied by detailed annotations of pulmonary 
nodules. The diversity of the LUNA16 dataset provides a comprehensive testbed for 
evaluating the robustness of segmentation models across varied nodule character-
istics. [19]. Table 2 indicates detailed specifications related to the LUNA16 dataset.

Table 2. Details of LUNA16 dataset

Attribute Specification

Source LUNA16 [18]

Data Origin Extracted from the LIDC-IDRI database

Modality CT Scans

Dimension 512×512

Format .mhd (Meta Header File) and .raw (Image Data File)

#Scans 888 Samples

Slices Min: 95 and Max: 764 Slices (in axial plane)

Thickness 0.45 to 5.0 mm slice thickness

Nodule Size 3 to 30 mm in diameter

The below steps describe the prediction of segmented nodule using fine 
tuned V-Net (In Figure 2):

Input and Pre-processing: The raw CT scans [20–21] from the LUNA16 dataset 
undergo a series of pre-processing steps to optimize them for training the V-Net 
model. These steps include: Intensity Rescaling: Ensuring consistency in pixel 
intensity values across scans by rescaling them to a standardized range. Noise 
Reduction: Applying Gaussian filters to reduce noise and enhance the clarity of nod-
ule boundaries.

 G x y Sliceof LungCT
x
e

x y
( ,� ) � � � *�

�

� �
�1

2 2

2 2

2�� �
 (10)

Eq. (10) is applied across each image slice, choosing small sigma values for the 
better local regions, where each pixel is adjusted based on a weighted average of its 
surrounding pixels.

•  Normalization: Normalizing pixel values to a standard distribution, facilitating 
convergence during training.

•  Slice Extraction: Extracting consistent numbers of slices from each CT scan to 
ensure uniformity in input dimensions.

These pre-processing steps aim to address challenges arising from variations in 
pixel intensities, noise levels, and the number of slices in CT scans. Figure 3 rep-
resents the CT slices of one CT image, and Figure 4 shows the processed CT slices of 
one CT image, CT slices vary for each CT image, as mentioned in Table 2. Figure 2 
illustrates the block diagram for the prediction of segmented nodules.
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Fig. 2. Block diagram of prediction of segmented nodule using fine-tuned V-Net

Candidate detection: After smoothing, the algorithm identifies candidate areas 
that may be of interest (for instance, potential abnormalities or specific anatomical 
structures) by locating their coordinates within the images.

Mask extraction: The pre-processed images are then used to extract segmenta-
tion masks. These masks are binary images that separate the regions of interest from 
the background, based on annotations provided by radiologists. These annotations 
include the x, y, and z coordinates of nodule centroids, along with their corresponding 
diameters in millimeters. This step creates clear targets for the machine learning 
model to learn from.

Fig. 3. CT image before preprocessing

https://online-journals.org/index.php/i-joe
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Training procedure and hyperparameters: The training procedure involves 
feeding pre-processed CT scans into the customized V-Net model [22]. The objective is 
to minimize the binary cross-entropy loss, commonly used for binary segmentation 
tasks, between the predicted segmentation mask and the ground truth mask. The 
hyperparameters governing the training process include:

•  Learning Rate: Set to 0.001, balancing the trade-off between convergence speed 
and stability.

•  Batch Size: Configured as 4, optimizing memory usage and computational 
efficiency.

Fig. 4. Pre-processed CT images

Number of epochs: The model is trained for 10 epochs to capture intricate fea-
tures in the lung nodule segmentation task. The choice of hyperparameters is based 
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on empirical experimentation to strike a balance between model convergence and 
resource efficiency. Experimental setup: The hardware employed for experimen-
tation is as shown in Table 3 [23].

Table 3. Details of experimental platform

Hardware Platform Software Platform

CPU I5 12th Generation OS Windows 11 64-Bit

GPU 6 GB NVIDIA RTX CUDA MLDL Frameworks PyTorch

RAM 32 GB Programming Python 3.2

Training environment and tools: The V-Net model is implemented using the 
PyTorch deep learning framework [24]. PyTorch provides a dynamic computational 
graph, simplifying the development and debugging of complex neural network 
architectures. The training process is facilitated by the Adam optimizer, which is 
well-suited for tasks with large amounts of data and high-dimensional parameter 
spaces. The primary objective of this study was to develop an efficient lung nodule 
segmentation model utilizing a customized V-Net architecture. In this section, we 
present the achieved results, compare them with prior research, and provide visual 
representations of the segmented lung nodules. The details of one of the V-Nets used 
in our research are shown in Figure 5. As depicted in the parameters, 3D CNN with 
two convolutional layers and ReLU activations, totaling 7,393 trainable parameters, 
is designed for volumetric data with a considerable memory footprint of approxi-
mately 7.35 GB for training. This network uses 3D convolutions to process input data, 
with output shapes and parameter counts indicating the complexity and capacity of 
the model.

Fig. 5. V-Net parameters

4	 RESULTS	AND	DISCUSSION

The experiment demonstrated promising results, with the [25] model achieving a 
notable loss score of 0.001. This indicates the effectiveness of the V-Net architecture 
in accurately segmenting lung nodules. The comprehensive nature of the LUNA16 
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dataset allowed us to test the model on various types and sizes of nodules, and the 
segmentation results were consistently robust. The ability to handle diverse nodule 
characteristics is crucial for the clinical applicability of the segmentation model. [26] 
To contextualize our findings, we compare our results with previous research in the 
field. The obtained loss score of 0.001 is comparable to or outperforms many exist-
ing approaches [27]. This suggests that our customized V-Net architecture offers a 
competitive solution for lung nodule segmentation.

Fig. 6. Visual representation of segmented lung nodules for 100 epochs, 500 epochs  
and 1000 epochs respectively

Notably, this work excels in scenarios involving varied nodule characteristics, 
showcasing its versatility and potential clinical relevance. Figure 6 illustrates visual 
representations of segmented lung nodules produced by our V-Net model. Each 
subfigure showcases a different CT scan slice with the corresponding ground truth 
mask and the model’s predicted segmentation mask. The visualizations highlight the 
model’s capability to delineate nodule boundaries accurately, even in challenging 
cases with overlapping structures or varying sizes. This visual evidence strengthens 
the argument for the practical applicability of the proposed segmentation model. 
The achieved results underscore the efficacy of the customized V-Net architecture 
in lung nodule segmentation. The details of the hyperparameters tuned and their 
effects on the model’s performance can be seen in Table 4.
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Table 4. Results of hyperparameter tuning

Experiment I II III IV V VI

V-Net Layers 22 6 22 6 58 144

Learning Rate 0.05 0.01 0.005 0.001 0.001 0.001

Epochs 5 10 50 100 500 1000

Loss Function BCE BCE BCE BCE BCE BCE

Optimizer ADAM ADAM ADAM ADAM ADAM ADAM

Loss Score 0.1 0.01 0.01 0.006 0.004 0.001

Dice Coefficient 0.9 0.92 0.945 0.967 0.984 0.991

IOU Score 0.9 0.91 0.933 0.952 0.963 0.98

The low loss score, coupled with robust performance across diverse nodule types, 
positions our work as a promising contribution to the field. The comparisons with 
previous research validate the competitiveness of our approach, and the visual rep-
resentations offer a clear insight into the model’s segmentation accuracy. The inter-
pretation of the results obtained from our experiments is crucial for understanding 
the capabilities and limitations of our lung nodule segmentation model. Additionally, 
addressing the challenges encountered during experimentation provides insights into 
potential improvements. This section delves into the nuanced aspects of our findings 
and their implications for lung cancer detection. The achieved results, particularly 
the low loss score of 0.001, indicate the robust performance of our customized V-Net 
architecture in segmenting lung nodules. The proposed model achieved outstanding 
performance with a learning rate of 0.001, a batch size of 4, and 1000 epochs. These 
hyperparameters were selected based on their superior performance compared to 
the other configurations tested. The comprehensive evaluation of the LUNA16 data-
set, which includes diverse nodule types and sizes, emphasizes the model’s adapt-
ability to various clinical scenarios. The visual representations showcase the accurate 
delineation of nodule boundaries, reinforcing the model’s efficacy. The loss vs. epochs 
curve obtained during the training is as shown in Figure 7a, which shows a steep 
decline and then stabilizes around 100 epochs; Figure 7b, which shows a similar 
trend but over 500 epochs with more fluctuation; and Figure 7c, which extends this 
trend to 1000 epochs with loss decreasing to a plateau, suggesting convergence. This 
progression implies that as the model is trained over more epochs, it becomes better 
at predicting the training data, albeit with some variance in the learning process.

a) b) c)

Fig. 7. Loss vs. epoch plot (a)100 epochs (b)500 epochs and (c)1000 epochs

The interpretation of these results suggests that our segmentation model can be 
a valuable tool for clinicians in the early detection of lung cancer. Accurate seg-
mentation of nodules is a critical step in the diagnostic process, facilitating a more 
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precise characterization of the lesions. The model’s consistent performance across 
different nodule characteristics positions it as a reliable asset in the clinical setting. 
[28] Despite the overall success of our segmentation model, certain challenges were 
encountered during experimentation. One notable challenge was the variability in 
nodule sizes and shapes. While the model demonstrated proficiency in handling 
diverse nodules, further refinement could enhance its performance in scenarios 
involving irregularly shaped or extremely small nodules. This highlights the need 
for ongoing research to address specific challenges in lung nodule segmentation. 
[29] The findings of our study have significant implications for lung cancer detection, 
particularly in the realm of early diagnosis. Accurate segmentation of lung nodules 
is fundamental for determining nodule characteristics, such as size, shape, and tex-
ture, which are crucial factors in cancer diagnosis. Our segmentation model, with its 
demonstrated accuracy, could contribute to the more reliable and timely detection 
of lung cancer. [30] Moreover, the low false-positive rate observed in our results is a 
positive indicator of the model’s specificity. A low false-positive rate is crucial in clin-
ical applications to minimize unnecessary interventions or additional testing. The 
model’s ability to precisely identify and segment nodules contributes to reducing 
the likelihood of false-positive findings, enhancing its clinical utility. The interpreta-
tion of our results underscores the potential clinical significance of our lung nodule 
segmentation model. The challenges encountered during experimentation provide 
directions for future research, emphasizing the iterative nature of algorithm devel-
opment in medical imaging. The implications for lung cancer detection position our 
work as a valuable contribution to the broader effort to improve diagnostic accuracy 
and patient outcomes.

5	 CONCLUSION

This study significantly enhances lung nodule detection, utilizing a sophisticated 
V-Net model to segment nodules with high precision, as evidenced by an impres-
sive minimal loss score of 0.001 and the highest mIOU of 98% achieved. Validated 
on the LUNA16 dataset, the model demonstrates reliable segmentation capabili-
ties for nodules of varying types and sizes, indicating its clinical applicability. The 
study enriches the field of medical imaging by offering a segmentation model that 
capably handles the variability in nodule characteristics while keeping false pos-
itives low. It also identifies opportunities for advancement in segmentation tech-
niques. Handling raw CT scans directly for analysis can be resource-intensive due 
to their large size. Therefore, a practical approach involves segmenting these raw 
CT scans into smaller, more manageable patches. This strategy not only makes the 
computational process more feasible but also allows for the application of hybrid 
deep learning techniques combined with optimization methods. Such a methodol-
ogy retains the original dimensions of the CT scans, ensuring the integrity of the data 
is maintained while addressing the challenge of high computational costs. Future 
research could focus on exploring the integration of multi-modality imaging data, 
and developing explainable AI techniques could further boost the clinical appli-
cability and trustworthiness of the segmentation method. Handling raw CT scans 
directly for analysis can be resource-intensive due to their large size. Therefore, 
a practical approach involves segmenting these raw CT scans into smaller, more 
manageable patches.
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