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PAPER

A Systematic Investigation on Botnet Intrusion 
Detection Using Various Machine Learning Techniques

ABSTRACT
The Internet of Things (IoT) is growing rapidly in an exponential manner due to its versatility 
in technology. This has led to many challenges in securing the IoT environment. Devices in 
IoT environments are vulnerable to various cyberattacks. Botnet-based attacks are predomi-
nant and widespread in nature. Due to insufficient memory and computational power, the IoT 
environment cannot handle the botnet attack that affects security. Identifying intrusions in IoT 
environments is another challenge for researchers. Finding unknown patterns in the data gen-
erated through IoT networks helps improve security in the IoT environment. Machine learning 
(ML) is a platform that helps identify patterns in the provided data. In this study, we present 
our research on classifying incoming data from the IoT as malicious or benign using machine 
learning techniques. We propose an ML-based botnet attack detection framework for nine 
commercial IoT devices that primarily target BASHLITE and Mirai botnet attacks. Rigorous 
pragmatic research was conducted on the N-BaIoT dataset, which was extracted from real-
time IoT devices connected to a network. Using this framework, the results have been depicted, 
which can efficiently detect botnet attacks and can also be applied to any other types of attacks.
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1	 INTRODUCTION

The basis for the evolution of Industry 4.0 was the remarkable achievements of 
Industry 3.0. Industry 4.0 mechanisms and methods have revolutionized the processes 
used in all product-based companies. This trend has driven industries to integrate 
various new technologies, such as the Internet of Things (IoT), artificial intelligence 
(AI), machine learning (ML), cloud-based computing, and more, into their operational 
processes. IoT is the prominent key to enabling the technology revolution [1]. The IoT 
is a vast universal information system comprising numerous diverse and distributed 
devices interconnected through the Internet. These devices can be identified, and the 
data from them can be sensed, processed, and shared with each other through a smart 
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environment [2]. IoT is widely used in sectors such as healthcare, logistics, smart 
homes, smart cities, and supply chain management. According to an article in IoT 
Business News, the number of smart devices used in the IoT environment is projected 
to increase by 20 times in the near future, reaching an estimated 24.1 billion by 2030.

The coexistence and usage of these smart devices in the IoT environment have led 
to the generation of a huge volume of data that is shared on the network connecting 
all smart devices. The rapid growth and continued deployment of IoT devices have 
also led to a substantial increase in cybersecurity issues. Every two minutes, IoT 
network attacks are recorded, according to a Symantec report. According to a Forbes 
report, cyberattacks exceeded 2.9 billion in 2019, which is three times higher than 
in 2018. In a similar vein, the Kaspersky report shows a fourfold increase in mal-
ware samples from 2017 to 2018. The above exemplifies the increased vulnerability 
of IoT devices and their environments to botnet attacks. Despite their latent potential, 
IoT devices face numerous security threats, particularly botnet attacks caused by 
malware. There are several types of malware that exist to facilitate botnet attacks 
on IoT devices, such as Mirai [3], which occurred in 2016, and BASHLITE, which 
preceded Mirai and was reported in 2015 [4]. BASHLITE and Mirai are two popular 
malware programs that target authentication credentials by infecting numerous IoT 
devices. Both attacks turned the devices networked through Linux operating systems 
into remotely controlled ‘bots’ that are part of a botnet attack in larger networks. 
The attacks caused by Mirai [3] and BASHLITE are orchestrated by the domain name 
system provider Dyn. These attacks involve multiple distributed denial of service 
(DDoS) operations that attempt to deplete system resources such as CPU time, mem-
ory, and internet bandwidth [5]. Due to this, servers such as GitHub, Twitter, and 
many others were inaccessible. These attacks used a botnet consisting of many IoT 
devices, including IP security cameras, baby monitors, gateways, doorbells, etc.

Botnet attacks are controlled and commissioned by a command-and-control 
(C&C) mechanism. Another major attack was called Stuxnet [6], which was a worm 
created to damage Iran’s nuclear program. The rise in IoT applications has resulted 
in new advancements in botnet attacks, which present security and privacy threats. 
Botnet attacks are very serious and severe in nature, spreading rapidly among 
IoT devices connected to the internet. Consequently, there is a need for a decisive 
methodology that helps protect IoT devices from botnet attacks. Motivated by the 
increasing number of vulnerabilities and information leaks in IoT devices due to 
botnet attacks, researchers have conducted numerous investigations leading to the 
identification of several potential mechanisms [7] [8]. The intrusion detection system 
(IDS) is a solution that helps detect botnet attacks. IDS is an application that moni-
tors and analyzes large volumes of data to identify any malicious activity or botnet 
attacks on a network. Traditional IDS consist of anomaly detection methods and 
misuse or signature detection methods. Signature-based detection methods learn 
about attack signatures and are commonly found in all public IDS. IDS such as Snort 
and Suricata [9] fall under signature-based IDS. These IDS cannot work efficiently 
with unidentified attacks and modifications made to known attacks. Anomaly-based 
systems work efficiently with both unknown and known attacks.

The IoT environment presents challenges such as limited storage, diverse IoT 
networks, and varying computing capabilities. For this object, the simple IDS cannot 
be integrated with the IoT environment. Another issue with IoT environments is the 
challenge of collecting standard data because of the presence of diverse devices in 
the environment. To meet the requirements of efficient IDS in an IoT environment, 
numerous recent studies have investigated the potential of ML and DL methodologies. 
ML and DL are powerful tools that fall under the umbrella of AI. Flexibly dynamic 
systems that can learn from new inputs can be created using ML and DL [10]. Various 
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techniques in ML and DL are used to build applications that are highly effective and 
efficient [11] [12]. ML and DL techniques help in modeling the system by extracting 
knowledge from features present in large volumes of data. They predict normal and 
abnormal activities based on learned patterns as part of knowledge discovery.

Fig. 1. Organization of study

The focus of this study is to apply ML techniques for the operational detection 
of botnet attacks in IoT network environments. The key contribution of this work is 
as follows:

•	 To predict attacks on nine IoT devices infected by ten different types of attacks 
using machine learning algorithms.

•	 Feature selection methods are advocated for working with relevant features. 
Another advantage of using a feature selection method is that it makes the entire 
process or system lightweight by ignoring irrelevant features.

•	 The proposed methodology has achieved higher accuracy with lower throughput 
and lightweight performance. It can analyze and work with large volumes of data.

Figure 1 illustrates the organization of the entire study of current research work to 
maintain a logical flow of content. Acronyms with their meanings used in the work are 
presented in Table 1. After discussing the introduction to the entire research work in 
Section 1, the remaining content of the paper is structured as follows: In Section 2, we 
summarize the context and motivation of this research using existing methodolo-
gies in the same domain of study. Section 3 discusses botnet detection for the IoT. 
The details of the methodology and framework proposed for detecting botnets in IoT 
environments are explained in Section 4. Section 5 validates the investigational find-
ings, and Section 6 concludes the study by providing directions for future research.

Table 1. Acronyms with their meanings

Acronym Meaning

IoT Internet of Things

ML Machine Learning

IDS Intrusion Detection System

DL Deep Learning

ANN Artificial Neural Network

MLP Multilayer Perceptron
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2	 RELATED	WORK

In the realm of botnets, the primary concern is to enhance security measures to 
safeguard and protect numerous IoT devices that are being compromised. The author 
in [13] sheds light on the Mirai botnet as a prominent example that is vulnerable 
to DDoS attacks. It is high time to establish efficient and updated mechanisms for 
IoT devices, and IoT users indeed need to periodically update their devices. Glitches 
can be identified, and potential botnet activity can be mitigated by analyzing net-
work traffic patterns. The interaction among various community members is con-
sidered a crucial issue for addressing the problems associated with such types of 
attacks. In line with this [14], a framework was developed, discussing three major 
modules: the lifecycle of a botnet and the infrastructure of a botnet, where the bot 
masters communicate with bots in the botnet through channels, including C&C serv-
ers used to coordinate botnet activities among various bots on different computers. 
The framework emphasizes the need for effective counteractions to target and dis-
rupt the components of botnets. Lastly, the focus is on the various techniques used 
by botnets to compromise and control botnet components. It has been stated in [15] 
that deep autoencoders have the capability to extract essential data representations 
for identifying patterns and anomalies in botnets. Experimental results demonstrate 
the effectiveness of using deep autoencoders to detect IoT botnet attacks. ML holds a 
prominent position by providing numerous solutions to address complex problems. 
Among the various solutions to botnet attacks, decision trees stand out as a popular 
approach. They learn from data within a specific zone and build models to address 
issues through systematic analysis. It could adapt to a distributed environment when 
dealing with massive datasets. Studies by Patil present an elaborated form of a dis-
tributed decision tree algorithm introduced to outperform existing models in terms 
of results [16]. By utilizing various metrics, one can demonstrate superiority in the 
performance achieved by SAPSO-SVM. The proposed methodology in [17] involves 
the top 20 features of benchmark Android botnets, including two major features: one 
that is not corrupted by botnets and the other selected based on the best outcomes. 
The distance between the respective particles is calculated within the space during 
the execution steps of the SAPSO algorithm. This work fruitfully identified the specific 
and major 20 features of Android botnets by leveraging the best results obtained 
from analyzing the 28th Android botnet. The exploitation of network environments 
is increasing rapidly due to the rapid advancements in networking technologies.

By commissioning malicious attacks on the network, there is a high risk for hackers 
to exploit vulnerabilities, potentially compromising the network’s security. The work 
in [18] introduced an innovative methodology to distinguish between regular network 
traffic and botnet attack traffic using artificial neural networks (ANN), gated recur-
rent units (GRU), and long- or short-term memory models. The GRU model is capa-
ble of handling huge datasets and provides 99.7% accuracy, but it is technically costly 
when used with Bot-IoT. On the other hand, with the same dataset, ANN is relatively 
cost-effective and provides 97% accuracy, which can effectively guide the detection of 
intrusive attacks in the network. In the field of networking, botnets have emerged as 
a major security issue that may cause significant concerns regarding personal data, 
infrastructure, financial data, etc. The CICIDS2017 dataset is a benchmark dataset 
derived from the Canadian Institute of Cyber Security, characterized by an imbalanced 
data distribution with a ratio of 9:1. This imbalance poses a challenge in terms of fea-
tures and raises concerns about overfitting problems. In point [19], this problem is 
addressed using the J48 decision tree algorithm and the SMOTE technique, resulting 
in a significant value of 99.95%, which validates the result and proves the research 

https://online-journals.org/index.php/i-joe


 22 International Journal of Online and Biomedical Engineering (iJOE) iJOE | Vol. 20 No. 10 (2024)

Kalidindi and Arrama

determination. With an estimated 80 billion online devices by 2024 surpassing the 
worldwide human population, the rapid growth of IoT has brought us many more 
challenges in terms of security. Our responsibility has increased to ensure IoT security, 
which has become a critical concern. The purpose of the work in [20] is to develop 
a comprehensive ML algorithm-based model capable of detecting and mitigating 
botnet-based intrusions. To pursue the goal, the author utilized the BoT-IoT dataset and 
experimented with various ML models, including linear regression, logistic regression, 
K-nearest neighbor (KNN), and support vector machine (SVM) models. The results pro-
vide efficient values and distinguish between normal and malicious network activi-
ties, achieving high F-measure scores of 98.0%, 99.0%, 99.0%, and 99.0%, respectively, 
for the different models. In [4], they used the NF-BoT-IoT-v2 benchmark dataset to 
evaluate and predict DDoS attacks, which are typical issues in IoT networks. The data-
set comprises 37,763,497 records and includes five different types of attacks. The clas-
sification tasks were conducted using WEKA and MATLAB tools. Decision tree (J48), 
Naive Bayes (NB), and random forest (RF) machine learning classifiers are utilized. For 
dimension reduction in network intrusion detection systems (NIDS). Different linear 
and non-linear activation functions were considered for the hidden and output layers. 
The Adam optimizer and mean squared error loss functions were used for learning 
optimization. Classification accuracies were assessed using the SVM-RBF classifier on 
the CICIDS2017 dataset, which contains contemporary attacks in cloud environments. 
The results showed that ELU achieved a low computational overhead and a negligible 
difference in accuracy (97.33%) compared to other activation functions. The research 
framework proposed for NIDS in the cloud environment [15] integrated constraints 
optimized stacked autoencoders (COSAE) and conventional classification techniques. 
Activation functions (such as rectified linear unit (ReLU), SeLU, Softplus, and ELU) are 
used for feature learning. The SAE+GSVM-RBF model achieves significant computa-
tional time gains compared to SAE+SVM-RBF, with marginal performance differences. 
COSAE+GSVM-RBF with ELU balances prediction time and accuracy. AUC results are 
high for all activation functions, with Softplus performing the best. The study concludes 
that the COSAE+GSVM-RBF with ELU is suitable for efficient NIDS with good accuracy. 
It addresses gradient issues and achieves a 100% F-measure for minor class labels.

3	 LEARNING-BASED	BOTNET	DETECTION	FOR	IoT

Botnet detection is one of the most effective methods to protect IoT environments 
from unwanted infections. The goal of achieving a zero-attack day requires the 
capability to intelligently track all data flowing in and out of all IoT devices in the 
network. The ML and DL techniques will assist in analyzing the data collected from 
IoT components in the environment and aid in making early decisions regarding 
normal or malicious activities. With the help of insights gained from current events, 
ML-based botnet detection can intelligently anticipate unknown attacks [19]. With 
the help of intelligence derived from ML and DL, existing secure communication 
between devices in the IoT environment must advance towards a security-focused 
IoT environment. This is possible through learning-based techniques that are part of 
ML and DL [19]. Algorithms in ML can be trained to identify attacks in an IoT envi-
ronment. ML algorithms are mainly categorized into three types. Supervised, unsu-
pervised, and reinforcement learning [21], [22]. Our primary focus in this research is 
on supervised learning strategies. This section provides a brief overview of the vari-
ous commonly used supervised ML algorithms for predicting botnet attacks, such as 
J48, ANN, and Naïve Bayes [21].
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3.1	 Artificial	neural	networks

Artificial neural network is a computational model that imitates and function 
analogously to the nerve cells in the human brain. ANN is created with the help of 
parallel functioning layers of neurons maintained by vector-valued functions. These 
layers are of three types. Input, hidden, and output layers. Multilayer perceptron 
(MLP) is a fully connected type of ANN. The output generated by a neuron using 
an activation function serves as input to another neuron. The most predominant 
transfer functions include sigmoid, rectified linear unit (ReLU), and tanh, as shown 
in equations 1 to 3 respectively.
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3.2	 J48

Decision tree algorithms are classification models used for predictive analysis. 
J48 is a successor to C4.5 and a descendant of the ID3 algorithm. Data distribution 
can be easily understood with decision tree structures. J48 is no exception. J48 uses 
information gain, as shown in equation 4, and entropy, as shown in equation 5, for 
the construction of the tree.
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3.3	 Naïve	Bayes

Naïve Bayes is a supervised ML algorithm that is based on the Bayesian theorem. 
It works with a probabilistic approach and assumes that all variables available in 
the dataset are correlated and play a role in classification. It works well in a dataset 
with high dimensionality. In Equation 6, P(X) represents the prior probability, which 
denotes the probability of the hypothesis before observing the evidence. Similarly, 
P(Y) stands for the marginal probability, indicating the probability of evidence [21].
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4	 BOTNET	DETECTION	FRAMEWORK	AND	METHODOLOGY

This section presents the framework for botnet detection in IoT environments and 
elucidates the dataset used in the research. Figure 2 illustrates the overall architecture 
of the project. This dataset, which contains attack data, was recently released. Devices 
in the IoT network were infiltrated and targeted by two well-known attacks, Mirai [3]  
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and BASHLITE. Algorithm 1, as shown in Figure 3, was utilized to balance the instances 
of the aforementioned attacks in the dataset, given the unbalanced distribution of data.

Fig. 2. Botnet detection framework

Fig. 3. Algorithm 1 sampling dataset
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At first, the botnet behavior is studied manually by splitting the entire dataset into 
benign and malicious data. This study has helped in understanding the impact of 
various features in botnet attacks on IoT environments. Initially, the classifiers were 
trained and tested without using feature selection methods. As a result, we could 
measure the efficiency of using feature selection methods and explore the impact 
of feature selection on the performance of the entire system. As a next step, feature 
selection methods were also pragmatic in selecting the relevant features. Finally, as 
a last step, the accuracy of attack detection is reported. The model was tested for two 
situations: binary classification and multi-class classification. In the case of multi-
class classification, the model was tested for two scenarios: one for the main attack 
category and the other for the subcategories of the main attack. Different stages of 
the model are mentioned in the following sections.

4.1	 Data	pre-processing

This is the initial and crucial phase of the entire process, which helps in elim-
inating defects in the dataset [23]. The dataset, once preprocessed, will be in the 
format required for further analysis. Consequently, this study proposes the following 
pre-processing steps: min-max normalization and label encoding.

Min-max normalization. The performance of machine learning is affected 
when the dataset has a wide range of values. Deteriorating performance is observed 
when there is an imbalance in attribute values, as this leads to improper fitting of 
data in the model [24]. The aim of normalization is to bring all attribute values to a 
common scale.

Min-Max normalization is one of the most popular methods of normalization. 
By using this method, all attribute values will be transformed into a [0, 1] scale, 
where 0 represents the minimum value and 1 represents the maximum value. It 
is a linear transformation technique. Min-max normalization is performed using 
Equation 7.

 ��
�
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v

v A

A A

min

max min

( )

( ) ( )
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Where v′ represents the normalized value, min(A) and max(A) are the values of 
the internal, which are 0 and 1, respectively. v is the original value that needs to be 
transformed into the specified range. Algorithm 2 presented in Figure 4 depicts the 
pseudocode for min-max normalization.

Label encoding. Machine learning models cannot be directly fed with categor-
ical values. So, the categorical class label values of the dataset are managed using 
label encoding. Each value of the class label is assigned a unique integer number. 
This technique does not affect the dimensionality of the dataset. The Scikit-learn 
package in Python contains a label encoder that is used for label encoding [25]. This 
scalar uses the equation 8 for scaling.

 yscaled
y mean CL

SD CL
�

( )

( )
�

�  (8)

Where y is the value of the class label, and CL is the class label. Each value y of 
class label CL is derived by subtracting the mean of every value of class label CL and 
finally dividing by the standard deviation of every class label’s values.
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Fig. 4. Algorithm 2 min-max normalization

4.2	 Feature	selection

The N-BaIoT dataset is a high-dimensional vector consisting of many features and 
class labels, which are discussed in detail in Section 5.1. This study employs a filter fea-
ture selection technique based on correlation with mutual information. In this paper, 
we utilized the correlation coefficient as the initial step to measure the similarity 
between features of a dataset while excluding the class label. We used the absolute cor-
relation coefficient value to identify redundant data items among different features. 
This coefficient will remain constant without being affected by scaling or translation.

Fig. 5. Algorithm 3 feature selection
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The correlation coefficient (µab) between two features is computed using the 
Equation 9,

 �
ab

E A E A B E B

V A V B
�

� �� �[ ( )][ ( )]

( ) * ( )
 (9)

In Equation 9, the numerator is used to compute the covariance between features 
A and B. E represents the expected value of the feature. V(A) represents the variance 
of feature A, while V(B) represents the variance of feature B. When two features 
are not correlated, the value of µab will be 0. Correlation coefficients for all pairs of 
features are computed, and the average correlation of a feature is calculated over 
β features using Equation 10.
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The feature with highest average correlation will be eliminated at every step 
using Equation 11.
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Mutual information is a concept that has evolved from information theory. It 
measures the amount of information obtained about one feature by observing the 
other feature. This research applies mutual information to measure the associa-
tion between classes and features. We selected a subset of features, SS, from the 
pre-processed dataset, DB, with Y rows and A features in a way that ensures this 
subset has the highest mutual information value with the class label, CL. This is 
computed using Equation 12,
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Where SS is the final subset selected with the class label CL using mutual informa-
tion. O(M) is the time complexity for computing mutual information, where M rep-
resents the total number of samples in the dataset. The feature selection algorithm is 
presented as Algorithm 3 in Figure 5.

4.3	 Classification	algorithms

This study mainly focuses on utilizing logistic regression, linear regression, SVM, 
stacking algorithms, voting algorithms, and decision trees for predicting botnet 
attacks. Random forest and XGBoost are ensembling classifiers, along with a deci-
sion tree classifier. For improving the performance of classifiers, hyperparameter 
optimization is conducted using random search and grid search.
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5	 EXPERIMENTAL	RESULTS

5.1	 Dataset

The N-BaIoT dataset is considered for the study, and the system is tested using 
this dataset. The data is collected from nine commercial IoT devices in real-time. 
This data is infected by two of the most common botnet attacks called Mirai [3] and 
BASHLITE. This dataset consists of 115 features. 23 features were extracted at dis-
crete time intervals. The dataset is from [13].

Features of N-BaIoT are broadly classified as packet count (PC), time between 
packet arrivals (TPA), time delay in delivering packets (TDP), and size of packets 
(inbound and outbound) (PS). A total of 23 features are generated by applying sta-
tistical measures such as mean, variance, magnitude, integer, radius, covariance, 
and correlation coefficient to these four varieties of features. Considering five time 
windows, the first one with 100 milliseconds, the second one with 500 milliseconds, 
the third one with 1.5 seconds, the fourth one with 10 seconds, and finally the fifth 
window with one minute over each of the available 23 features, a total of 115 fea-
tures are extracted.

5.2	 Assessment	metrics

The system is equipped with various metrics to analyze and study the perfor-
mance of algorithms used for predicting attacks. Accuracy, precision, recall, and 
F1-score are metrics used to evaluate the predictive performance of a system. The 
description and equations are provided below.

Accuracy: Accuracy is a metric that measures the overall correctness of a clas-
sification model by calculating the ratio of correctly predicted instances to the total 
number of instances.

 Accuracy
TP TN

FP FN TP TN
�

�
� � �

� �
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* %100  

Where TP represents true positives, FP represents false positives, TN represents 
true negatives, and FN represents false negatives.

Precision: Precision is the measure of the proportion that predicts positive 
instances that are true positives, that signifies the facility of the model to avoid false 
positives.

 Precision
TP

TP FP
�

�
�
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* %100  

Recall: Recall, which is also termed sensitivity or true positive rate, measures 
the proportion of actual positive instances that are correctly identified by the model.

 Recall
TP

TP FN
�

�
�

� � �
* %100  

F-score: The F-score, also termed the F1-score, is a metric that pools precision 
and recall into a single value to weigh the model’s performance. It stabilizes the 
trade-off between precision and recall.

 F score
Precision Recall

Precision Recall
1 2 100� *
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Kappa score: The Kappa score, or Cohen’s Kappa, is a metric that assesses the 
contract between the predicted and actual labels, taking into account the contract 
that could occur by chance alone. It is useful to balance the datasets.

5.3	 Analysis	and	evaluation

The entire dataset is divided into two groups. Group 1 consists of 80% of the 
data for training, while Group 2 consists of 20% of the data for testing. Knowledge 
is acquired through the use of various algorithms with the training dataset. The effi-
ciency of the system is evaluated using a testing group. Figure 6 depicts the correla-
tion matrix, which is a square matrix displaying the pairwise correlations between 
the different classes. Each component illustrates the strength and direction of the 
linear relationship between two variables.

Fig. 6. Correlation matrix

Figure 6 presents the confusion matrix for the linear regression algorithm, deci-
sion tree algorithm, stacking algorithm, voting classifier, and SVM. The confusion 
matrix is a table used for multi-class classification problems. It summarizes the per-
formance of a classification model by displaying the counts of true positives, true 
negatives, false positives, and false negatives for each class.

Table 2. Comparison of algorithms

Algorithm Accuracy Precision Recall F1 Score Kappa Score

Decision Tree 90.8 95.3 90.8 87.7 89.8

Logistic Regression 64.3 60.8 64.3 60.4 60.7

Linear Regression 48.5 14.0 18.1 13.6 10.0

SVM 81.8 91.0 81.8 79.4 79.9

Voting Classifier 90.8 95.3 90.8 87.7 89.8

Stacking Classifier 90.8 89.8 90.8 87.7 89.8

Table 2 shows the investigative results comparing the algorithms using various 
measures such as kappa score, F1 score, recall, precision, and accuracy. The decision 
tree yields better results, as depicted in Figure 7, enhancing transparency and clarity.

https://online-journals.org/index.php/i-joe
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Fig. 7. Comparison of all algorithms

6	 CONCLUSION

The widespread use of IoT devices in networks has led to an increase in botnet 
attacks. There is a need for an effective attack detection system to protect data trans-
mitted by IoT devices within a network. We proposed an efficient system utilizing 
machine learning algorithms to decrease the time and cost of identifying vulnerable 
attacks caused by botnets. Experimental results from Section 5 demonstrate that the 
voting classifier exhibits good accuracy, precision, recall, F-score, and Kappa score. 
The achieved values for these metrics are 90.8, 95.3, 90.8, 87.7, and 89.8, respectively. 
This work can be further extended to develop new techniques that can identify 
time-related features and their temporal behavior in environments where botnet 
attacks are possible.
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