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PAPER

XAI-PhD: Fortifying Trust of Phishing URL Detection 
Empowered by Shapley Additive Explanations

ABSTRACT
The rapid growth of the Internet has led to an increased demand for online services. However, 
this surge in online activity has also brought about a new threat: phishing attacks. Phishing 
is a type of cyberattack that utilizes social engineering techniques and technological manip-
ulations to steal crucial information from unsuspecting individuals. Consequently, there is 
a rising necessity to create dependable phishing URL detection models that can effectively 
identify phishing URLs with enhanced accuracy and reduced prediction overhead. This study 
introduces XAI-PhD, an innovative phishing detection method that utilizes machine learning 
(ML) and Shapley additive explanation (SHAP) capabilities. Specifically, XAI-PhD utilizes SHAP 
to thoroughly analyze the significance of each feature in influencing the decision-making pro-
cess of the classifier. By selectively incorporating input characteristics based on their SHAP 
values, only the most crucial attributes are assessed, enabling the development of a highly 
adaptable and generalized model. XAI-PhD utilizes a lightweight gradient boosting machine as 
its classifier, and a series of rigorous tests are conducted to assess its performance compared 
to established baseline methods. The empirical findings unequivocally demonstrate the excep-
tional effectiveness of XAI-PhD, as evidenced by its remarkable accuracy and F1-score of 99.8% 
and 99%, respectively. Moreover, XAI-PhD exhibits high computational efficiency, requiring 
only 1.47 milliseconds and 18.5 microseconds per record to generate accurate predictions.

KEYWORDS
explainable artificial intelligence (XAI), phishing, feature engineering, malicious URLs

1	 INTRODUCTION

Recently, the number of users using the Internet has expanded considerably. The 
COVID-19 pandemic lockdown has fueled the proliferation of mobile devices, ad hoc 
networks, smart sensors, and IoT technologies. As a result, the internet has become 
an essential part of people’s daily lives and activities. According to global statistics, 
5.18 billion people worldwide utilize the internet, which accounts for 64.6% of the 
world’s population. Consequently, the number of cybercrime victims is growing 
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sharply [1]. Malicious websites pose a prevalent and ubiquitous hazard to online 
enterprises. The World Wide Web has significantly increased the probability of 
cyberattacks. Attackers exploit the internet to conduct malicious activities such as 
phishing, spamming, and infecting computers with viruses. Phishing is a cyberse-
curity attack in which the attacker sends fraudulent communications that appear to 
be from a reputable source, promoting fraud, attacks, and scams. Therefore, identi-
fying malicious websites is crucial to preventing the spread of malware and protect-
ing users from becoming victims. In a simple phishing attack, the attacker sends an 
email to the victims containing a link to a spoof website to collect their data. Once 
the attacker obtains the victim’s credential information, they can use the credentials 
to access the legitimate website. Figure 1 illustrates the simplest form of a phishing 
attack. Phishing can take various forms, including email phishing via the short mes-
sage service (SMS), voice phishing (vishing), and hijacking a website’s page.

Fig. 1. Phishing attack scenario

The APWG’s phishing activity trends report for the fourth quarter of 2023 revealed 
that phishing attacks have reached unprecedented levels [2]. The report highlighted 
1,077,501 phishing attacks during Q4 2023, culminating in nearly five million attacks, 
making 2023 the worst year for phishing. Figure 2 shows the trend of phishing web-
sites and phishing emails from Q1 2019 to Q4 2023, with phishing websites experienc-
ing a significant increase in activity during Q1 2023, reaching over 1.6 million attacks. 
Despite a subsequent decrease in Q2 and Q3 2023, phishing websites remain a per-
sistent threat, with over 1 million attacks recorded in Q4 2023. Phishing emails showed 
more stability, maintaining relatively consistent levels throughout the observed period. 
With over 1.13 billion online websites, manually tracking and filtering malicious web-
sites is challenging and time-consuming [1]. As a result, phishing URL detection methods 
are essential to identify and block phishing websites before users can access them [9]. 
Several solutions have been developed to detect phishing URLs [3–8], primarily through 
feature-based and blacklist-based methods. These trends underscore the importance of 
reliable phishing URL detection methods to safeguard users before they access mali-
cious websites. Feature-based detection and blacklist-based solutions remain essential 
strategies, with the former relying on automatic analysis of URL features and the lat-
ter on expert research and user reports. Identifying trustworthy and robust phishing 
detection systems remains critical to addressing the rising tide of phishing attacks.

https://online-journals.org/index.php/i-joe
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Fig. 2. Summary of APWG Phishing Activity Trend Report from Q1-2019 to Q4-2023

Machine learning (ML) offers opportunities to enhance the accuracy of phishing 
detection methods. The effectiveness of ML-based approaches depends heavily on 
the quality of the input data. As a result, the selection of data and the utilization 
of feature engineering techniques play a crucial role in determining the success of 
ML-based phishing detection methods. Nevertheless, existing ML methods require 
greater transparency. Explainable artificial intelligence (XAI) facilitates the creation 
of more interpretable ML models, allowing individuals to comprehend and have 
confidence in the output generated by ML systems.

In that context, this article aims to improve the accuracy of phishing detection 
methods. The contribution of this paper involves the development of a phishing 
detection model using ML and Shapley additive explanations (SHAP), called XAI-PhD. 
XAI-PhD involves two main phases: (1) data and feature engineering, and (2) classi-
fier building. In the data and feature engineering phase, XAI-PhD prepares the input 
features for training the classifier. XAI-PhD constructs a set of features using the 
URLs, and then the SHAP values are used to select the most important features for 
the prediction process. Using SHAP values as a feature selection method reduces the 
model complexity, thus improving the accuracy and creating a generalized model. 
This work contributes to the phishing detection domain by initially employing the 
SHAP values for feature selection. Later, XAI-PhD uses the prepared features to train 
a light gradient boosting machine (LGBM). Our summarized contributions in this 
paper can be outlined as follows:

•	 We present a new and trustworthy XAI-driven phishing URL detection solution 
that accurately identifies phishing URLs while minimizing prediction overhead.

•	 We combine LGBM, a ML approach, with SHAP, an XAI-based method. The most 
crucial features were extracted using SHAP, and LGBM was utilized as an effec-
tive supervised learning approach.

•	 We thoroughly evaluate the performance of our proposed system through a series 
of tests and benchmark it against research-accepted practices. Detailed findings 
are presented to enhance understanding of both the issue description and our 
proposed solution.

The rest of this paper is organized as follows: Section 2 presents and summarizes 
the works in the literature. Section 3 details the proposed method, XAI-PhD. Section 4 
presents the experiments and discusses the gathered results. Finally, Section 5 con-
cludes the paper and presents some future directions.

https://online-journals.org/index.php/i-joe
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2	 RELATED	WORK

Several contributions have been made to phishing detection in the last few 
decades. This section focuses on reviewing phishing URL-based detection methods. 
Additionally, a summary of ML techniques, feature selection, and feature reduction 
methods is presented. Various classification methods are utilized to develop phish-
ing detection methods, including multilayer perceptron (MLP) [10, 11, 14, 21, 22, 23, 
32, 33], naive bayes (N.B.) [10, 12, 19, 21, 26, 27], KStar (K*) [10], random forest (RF) 
[10, 11, 13, 19, 21, 26, 27, 30], k-nearest neighbor (KNN) [11, 19, 21, 26, 27, 30], support 
vector machine (SVM) [11, 17, 21, 26, 30], decision tree [11, 19, 26, 27, 32, 33], rota-
tion forest (RoF) [11], deep learning [15, 25, 28, 29, 31], Adaboost [19, 30], SMO [19], 
extreme gradient boosting (XGBoost) [20, 30], logistic regression [26–28], quadratic 
discriminant analysis (QDA) [27], and logistic model tree (LMT) [33]. The input fea-
tures significantly influence the performance of the ML classifier. Therefore, several 
feature selection and reduction methods are used in the literature to choose the rele-
vant features for the prediction task, such as information gain (IG) [21, 22], gain ratio 
(GR) [21, 22], Relief-F [21, 22], and recursive feature elimination (RFE) [21, 22], princi-
pal component analysis (PCA) [21, 22, 33], and correlation analysis [23]. Table 1 sum-
marizes the contributions made to the field of phishing URL-based detection methods.

Ibrahim et al. [10] developed an ML-based phishing detection method using MLP, 
NB, K*, and RF. Their experimental results demonstrate that R.F. outperformed other 
classifiers in accuracy. Subas et al. [11] proposed an ML-based approach to classify a 
website URL as legitimate or phishing. They used different classifiers to implement 
the proposed method, such as MLP, KNN, SVM, DT, RF, and RoF. The RF-based method 
achieved better accuracy than other classifiers. Another phishing detection method 
called SEAHound was developed by Peng et al. [12]. SEAHound integrates seman-
tic analysis and NB to detect phishing emails. Patil et al. [13] suggested a phishing 
URL detection method that combines blacklist/whitelist, heuristics-based, and visual 
similarity-based techniques. Their approach monitors the HTTP traffic, compares 
the URL with a blacklist or whitelist, analyzes the website features, and extracts and 
compares the CSS of suspicious and legitimate pages. They used D.T., logistic regres-
sion, and R.F. to classify a URL as malicious or benign. Ferreira et al. [14] employed 
an MLP to develop a phishing detection method.

In addition, Ping Yi et al. [15] developed a deep belief network-based detection 
method based on the original and interaction features of phishing websites. Patil 
and Patil [16] addressed the challenge as a multiclass classification task, classify-
ing URLs into malicious attacks such as spam, phishing, and malware. Adebowale 
et al. [17] combined an adaptive neuro-fuzzy inference system and SVM to create a 
phishing detection method. Their approach analyzes various data types, including 
text, frames, and images. Yadollahi et al. [18] presented a rule-based learning tech-
nique. Sahingoz et al. [19] introduced a real-time anti-phishing system using ML 
and classifiers such as DT, Adaboost, K*, kNN, RF, SMO, and NB. The R.F. classifier, 
as in other study findings (e.g., [10, 11]), demonstrated superior accuracy compared 
to other classifiers. Rao et al. [20] utilized an XGBoost classifier to identify malicious 
URLs. Zamir et al. devised an ensemble ML method incorporating R.F., MLP, SVM, 
KNN, and bagging classifiers. Saha et al. [22] introduced an MLP-based approach 
integrated with various feature selection and reduction techniques. Additionally, 
Odeh et al. [23] employed MLP to develop a phishing detection method, utilizing 
correlation analysis for feature selection.

Barlow et al. [24] proposed a TensorFlow-based phishing detection method. 
Their technique analyzes the binary visualization of the scraped website HTML file, 
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where the HTML file is converted to a 2D image before analysis. Xiao et al. [25] used 
a hybrid deep learning architecture model combining convolutional neural net-
works (CNN), long short-term memory, and multi-head self-attention. Yang et al. [29] 
developed a hybrid detection approach integrating R.F. with an embedding method 
and a CNN. The embedding method is responsible for representing URLs as fixed-
size matrices. CNN used the embedding output to extract features for the R.F. Wang 
et al. [31] designed a dynamic CNN-based malicious URL detection technique. They 
also modified the CNN pooling layer to a k-max pooling layer that can be constantly 
updated based on the URL length. Kumar et al. [26] employed logistic regression, 
N.B., R.F., D.T., and KNN to classify URLs as benign or phishing. The NB achieved the 
fewest prediction errors compared to other classifiers. Additionally, Alshirah and 
Al-Fawa’reh [27] proposed a lexical feature-based phishing detection method. They 
utilized several classification algorithms to implement their methods, such as R.F., 
D.T., NB, KNN, logistic regression, SVM, and quadratic discriminant analysis.

Maini et al. [30] developed an ensemble phishing detection model that includes RF, 
DT, NB, KNN, AdaBoost, SVM, XGBoost, and logistic regression. Shirazi et al. [28] used 
an adversarial autoencoder (AAE) to enrich existing datasets for building an ML-based 
phishing detection approach. Al-Haija et al. [32] proposed a phishing detection 
approach by identifying URL patterns. They utilized a narrow, shallow neural network, 
a wide, shallow neural network, and the optimizable R.T. Abdulraheem et al. [33] inte-
grated PCA with ML-based methods to detect email phishing. They used MLP, D.T., and 
LMT as classification algorithms. The PCA+LMT achieved the highest accuracy com-
pared to other classification techniques. Additionally, in [40], the authors introduced 
PDGAN, a phishing detection model with high performance that utilizes website URLs. 
PDGAN employs a CNN as a discriminator to differentiate between authentic URLs and  
phishing URLs and a long short-term memory (LSTM) network as a URL generator. With 
a detection accuracy of 97.58% and a precision of 98.02%, PDGAN demonstrates impres-
sive results using a dataset of approximately two million URLs collected from PhishTank 
and DomCop. In the same context, Geng et al. [41] introduced URLGAN, a deep neural 
network that leverages hierarchical semantic properties to distinguish between mali-
cious and legitimate URLs. Their method enhances its ability to identify various types 
of harmful URLs by embedding URLs into a hierarchical semantic structure, extracting 
crucial aspects with BERT, and merging them with generator-generated features.

Furthermore, the authors in [42] proposed a powerful machine learning-based 
system that uses two classification layers to identify dangerous URLs. The ensem-
ble bagging trees strategy has been shown to be the highest performer, with 99.3% 
accuracy in binary classification and 97.92% accuracy in multi-classification, 
exceeding previous solutions. It examines four ensemble learning algorithms using 
the ISCX-URL2016 dataset. Additionally, Alshingiti et al. [43] presented three distinct 
deep-learning approaches for phishing website detection in this work. Some tech-
niques include LSTM, CNN, and a hybrid LSTM-CNN approach. Results from exper-
iments show how accurate these methods are, with CNN attaining an impressive 
99.2% accuracy rate, LSTM-CNN achieving 97.6%, and LSTM achieving 96.8%. It is 
important to note that the CNN-based approach performs better regarding phishing 
detection. Finally, Karim et al. [44] developed and assessed multiple machine-learning 
models for phishing detection using a dataset of phishing and legal URLs retrieved 
from over 11,000 websites. These models include naive Bayes, gradient boosting, 
K-neighbors, support vector, decision tree, linear regression, random forest, and a 
brand-new hybrid LSD model. The hybrid approach combines soft and hard voting 
with decision trees, logistic regression, support vector machines, and support vec-
tor machines. The suggested hybrid LSD model beats existing models in effectively 
guarding against phishing attempts, according to a comparative study.

https://online-journals.org/index.php/i-joe
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In summary, we present an analysis of state-of-the-art phishing detection models 
in Table 1 below. The table includes a discussion of each phishing detection model in 
terms of the machine or deep learning models used to develop the detection model, 
the datasets utilized to evaluate the developed detection models, the number of tar-
get classes in each detection model (binary or multi), the primary advantages of the 
proposed detection model, and the reported performance metrics.

Considerable efforts have been made to develop phishing URL detection meth-
ods. The majority of these techniques employed various ML methods. Some tech-
niques were based on cryptographic methods [45]. This paper focuses on techniques 
that utilize machine and deep learning models. However, only a few studies have 
focused on preparing and selecting high-quality features to train an accurate gener-
alized model [21–23, 33]. It is widely known that the performance of a data-driven 
solution is crucial. The existing solutions in the literature involve traditional feature 
selection and reduction techniques such as I.G., GR, Relief-F, RFE, PCA, and correla-
tion analysis. Moreover, the ML-based approaches lack transparency. This article 
introduces a novel phishing detection method that combines XAI with LGBM, named 
XAI-PhD. XAI-PhD utilizes SHAP values to identify the features that impact the mod-
el’s performance. Consequently, XAI-PhD enhances performance while simplifying 
the model. This marks the first instance in the phishing detection field where SHAP 
values are used for feature selection.

Table 1. Summary of contributions made to the phishing detection field

Ref Year Model Datasets Classes Advantages Limitation Metrics

[10] 2017 R.F. Phishing Websites 
Features 2015

2 High Prediction speed
High Prediction Accuracy

Small Dataset
Shortened and TOR’s URLs may 
not be detected

98.4%

[11] 2017 RF UCI Phishing 
Websites 2015

2 High Prediction speed
High Prediction Accuracy

Small Dataset
Shortened and TOR’s URLs may 
not be detected

97.36%

[12] 2018 NB Joseph 
phishing 2014

2 Consider semantic text 
and lexical features

Small Dataset
Shortened and TOR’s URLs may 
not be detected

95%

[13] 2018 R.F. Alexa.com, 
rank2traffic.com, 
siterankdata.com

2 Analyze the visual 
appearance of 
the website

High false positive rate
Complex and time-consuming

96.58%

[14] 2018 MLP Phishing Websites 2 High Prediction speed
High Prediction Accuracy

Small dataset
No realistic testing

98.63%

[15] 2018 DL Real I.P. 
flows from ISP

2 Real-time prediction
Deeper Inspection

Complex Model
High prediction delay

90%

[16] 2018 DT Alexa Top sites, 
Malware Domain 
List, jwSpamSpy

4 Reliable and effective
Multiclass classification

Dark URLs may not be classified
High prediction delay

98.4%

[17] 2018 SVM UCI Phishing URL 
Dataset 2015

3 Reliable and Client-side 
(browser extension)

Prediction speed
No realistic testing

98.3%

[18] 2019 XCS Private 2 3rd party independent
Real-time prediction
Language independent

Small dataset
No realistic testing

98.3%

[19] 2019 RF Private 
Ebbu2017 Phishing

2 Language independent Shortened and TOR’s URLs may 
not be detected

97.98%

(Continued)
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Table 1. Summary of contributions made to the phishing detection field (Continued)

Ref Year Model Datasets Classes Advantages Limitation Metrics

[20] 2019 XGB Kaggle 2 High Prediction speed
High Prediction Accuracy

TOR’s URLs may not be detected 96.8%

[21] 2020 KNN-RF-Bagg Kaggle 2 High Prediction speed
High Prediction Accuracy

Small dataset
Complex Model

97.4%

[22] 2020 MLP Kaggle 3 Real-time prediction Small dataset
Complex Model

93%

[23] 2020 MLP Phish Tank, Miller 
Smiles, Google 

2 High Prediction Accuracy
Multi-Source Dataset

Complex Model
High prediction overhead
Unreliable performance

99.1%

[24] 2020 CNN Private 2 Reliable + Analyze the 
visual appearance of 
the website

Resource consuming
Small dataset

94.16%

[25] 2020 CNN Private 2 High Prediction Accuracy
Less feature extraction

Low Prediction speed
URL length impacts the model’s 
resilience

98.34%

[26] 2020 NB Majestic-Million 2 Consider URL Lexical 
structure analysis

Very high training time
Tedious preprocessing is required

98%

[27] 2020 Lex_ Analysis Alexa, Open Phish 2 Prediction speed
Reliable

Small dataset
Noncomprehensive results

98%

[28] 2020 AAE Private 2 High Prediction Accuracy
Language independent

No realistic testing
High prediction delay

97.45%

[29] 2021 CNN-RF Alexa, Phish Tank 2 3rd party independent
Language independent

Complex Model
Low prediction performance

99.26%

[30] 2021 Ensemble 
Method

Private 2 Reliable
High prediction speed

Complex Model
Low prediction performance

93.6%

[31] 2021 CNN Private 2 Less feature 
extraction efforts

Complex Model
Dark web URLs may not be 
classified

98%

[32] 2021 MLP Phish Tank, Alexa 2 Prediction speed
Pattern Recognition

Complex Model
Shortened and TOR’s URLs may 
not be detected

97.4%

[33] 2022 PCA LMT Phish Tank 2 High Prediction speed Small dataset
Noncomprehensive test

96.92%

[40] 2022 GAN-LSTM-CNN DomCop 
and PhishTank

2 Large Scale Dataset
Reliable
High Accuracy

Low prediction performance
Complex Model
Very high training time

97.58%

[41] 2022 GAN-BERT ISCX-URL2016 5 Comprehensive Dataset
Thorough Preprocessing
Multi-/Binary-class

Only a small portion of the 
dataset was dedicated to phishing 
URL samples
Low prediction performance

91.61%

[42] 2023 Ensemble 
Learning

ISCX-URL2016 5 Comprehensive Dataset
High-speed multiclass for 
different URL forms

Only a small portion of the 
dataset was dedicated to phishing 
URL samples

93.56%

[43] 2023 CNN,
CNN- LSTM, 
LSTM

Collected 
from Yahoo 
and PhishTank

2 High Prediction Accuracy
Large Scale Dataset

Huge training time
Tedious Feature Engineering
Low prediction performance

99.2%, 97.6%, 
96.8%

[44] 2023 Hybrid LSD Retrieved from 
11,000 websites

2 New dataset
Thorough Preprocessing

Low prediction performance
Dark URLs may not be classified

95.2%
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3	 XAI-PHD:	XAI-BASED	PHISHING	DETECTION	METHOD

In this study, we focus on improving the accuracy of phishing detection methods 
and reducing the time needed to make decisions. This section presents the methodol-
ogy for building the phishing detection method based on SHAP values. Figure 3 pro-
vides an overview of the proposed method. The method consists of two phases: (1) the 
data preparation phase and (2) the model building phase. The data is cleaned in the 
data preparation phase, and important features are selected to train the detection sys-
tem. The key contribution is the use of SHAP values to automate the feature selection 
process by considering only features that influence the system’s decision. The LGBM 
model is trained and tested using the prepared data in the model-building phase.

Fig. 3. Architecture of XAI-PhD

3.1	 Dataset	description

The ISCX-URL2016 dataset will be used to build and evaluate the performance of 
the proposed phishing detection system. The dataset comprises 114,250 URLs from 
different sources: the WEBSPAM-UK2007 dataset, the OpenPhish repository, the 
DNS-BH project, and Alexa. The data involves over 35,300 benign URLs, 12,000 spam 
URLs, 45,450 defacement URLs, 10,000 phishing URLs, and 11,500 malware URLs. 
The benign URLs were collected from Alexa Top websites by removing the duplicate 
and domain-only URLs, whereas malicious URLs were collected from OpenPhish, 
DNS-BH, Zone-H, and WEBSPAM-UK2007. The dataset includes two features: a URL 
and a label. Figure 4 shows sample records from the experimental data.

Fig. 4. Sample records of phishing URLs dataset

https://online-journals.org/index.php/i-joe
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3.2	 Data	engineering	

The data preparation phase aims to clean the data and select the most import-
ant features to make accurate decisions as quickly as possible. This phase mainly 
involves two primary tasks: (1) data engineering and (2) feature engineering. During 
data engineering, a data filtering rule is applied to consider only 45,343 benign or 
phishing URLs. Additionally, an exploratory data analysis is conducted to investigate 
the dataset’s characteristics. Consequently, an imbalanced data challenge is identi-
fied. Figure 5 illustrates the data imbalance issue.

3.3	 Feature	construction

The performance of the phishing detection method depends on the input fea-
tures. During feature engineering, we generate 18 lexical features based on the URL 
feature. These include the presence of an IP address in the domain, the use of a 
shortening service, URL length, subdomain length, top-level domain length, free-
level domain length, URL path length, letter count, number count, and punctuation 
count. Table 2 provides a description of the 18 generated features.

Fig. 5. Data imbalance issue

Table 2. Feature descriptions

Feature Data Type Description

is_ip Boolean Indicates whether a URL is an I.P. address

contains_shortener Boolean Indicates whether a URL used a shortening service

url_len Number Length of URL

subdomain_len Number Length of subdomain in the URL

tld_len Number Length of top-level domain in the URL

fld_len Number Length of free-level domain in the URL

url_path_len Number Length of the URL’s path

url_alphas Number Count of letters in the URL

url_digits Number Count of numbers in the URL

url_puncs Number Count of punctuation in the URL

Count. Number Count of “.” (dots) in the URL

count@ Number Count of “@” in the URL

(Continued)
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Feature Data Type Description

count- Number Count of “-” in the URL

ount% Number Count of “%” in the URL

Count? Number Count of “?” in the URL

count= Number Count of “=” in the URL

count_dirs Number Count of the directories in the URL

first_dir_len Number Length of the first directory in the URL

3.4	 Feature	selection

It is common knowledge that more features result in a more complex ML model 
that may be overfitted. Thus, we use the SHAP values to select the most important 
features before employing the proposed phishing detection method. SHAP values 
are a method based on cooperative game theory used to increase ML models’ trans-
parency and interpretability. In this article, we use the SHAP values to measure the 
impact of the 18 features on the performance of the proposed method. Consequently, 
the features that contribute to the model are selected as input features. This is the first 
research paper in the phishing detection domain that applies SHAP value analysis as 
a feature selection method. Figure 6 presents the results of the SHAP value analysis. 
The SHAP values analysis shows that ten features contribute to the model, i.e., url_len, 
subdomain_len, url_path_len, fld_len, count_dirsurl_ digits, count? url_puncs, count., 
and count_dash. Therefore, eight feature are removed from the input features list.

Fig. 6. Ranking the features based on feature importance

Table 2. Feature descriptions (Continued)
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3.5	 Light	gradient	boosting	machine

The proposed phishing detection method utilizes LGBM as a classifier. LGBM 
is an open-source distributed gradient-boosting framework for ML [34]. LGBM is 
built on decision trees (DT) to enhance the model’s efficiency and decrease mem-
ory usage. With the LGBM, the tree grows leaf-wise, meaning it expands vertically. 
LGBM selects the leaf that minimizes errors and maximizes efficiency. The LGBM 
based on a decision tree is illustrated in Figure 7.

Fig. 7. LGBM using a decision tree

4	 EXPERIMENTS	AND	RESULTS

The evaluation of the SHAP values-based phishing detection approach is pre-
sented in this section. A series of experiments has been conducted to assess the 
effectiveness of using SHAP values as a feature selection technique and the over-
all effectiveness of the proposed method. The results obtained from the proposed 
method have been compared with existing approaches in the literature.

4.1	 Experiments	setup

We conducted two trials to evaluate the effectiveness of XAI-PhD, a proposed 
phishing detection system based on SHAP values. The first trial analyzed the impact 
of using SHAP values as a feature selection method. In the second trial, we will com-
pare this approach with traditional ML-based phishing detection methods using the 
same input attributes. Our study includes three common machine learning tech-
niques: DT, SVM, and KNN. The objectives of these experiments are to test the follow-
ing hypotheses: (H1) Using SHAP values simplifies the model without compromising 
accuracy; (H2) XAI-PhD achieves higher accuracy compared to ML-based methods 
with the same input features; and (H3) XAI-PhD outperforms other phishing detec-
tion methods in terms of accuracy.

Table 3. Experimental environment hardware specifications

Brand ThinkPad E560

RAM 16 GB

HD 250 GB SSD 

System Processor Intel(R) Core (TM) i7-6500U CPU © 2.50 GHz 2.60

OS Windows 10 Enterprise
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The experiments are carried out on machines with the hardware specifications 
shown in Table 3. For all experiments, we followed a ten-fold cross-validation 
evaluation methodology [35], where the data is randomly split into ten parts. One 
part of the data is used as testing data for each iteration, and the other parts are 
used to train the methods. Nine sets were utilized as training sets, while the tenth 
was kept aside for testing. The performance of XAI-PhD is evaluated in terms of 
accuracy, precision, recall, and F1-measure. Accuracy (Eq. 1) is the ratio of cor-
rect predictions to the total number of predictions. The accuracy measure may 
need to be a more precise performance measure in the case of imbalanced data. 
Therefore, other evaluation measures are considered, such as precision, recall, and 
the F1-measure. Precision (Eq. 2) is the ratio of correct predictions in the phishing 
class to the total number of predictions. Recall (Eq. 3) is the fraction of correct 
predictions in the phishing class to the total number of predictions in the phishing 
class. F1-measure (Eq. 4) is the harmonic mean of precision and recall. The compu-
tation of these measures depends on the confusion matrix [36]. Table 4 shows the 
confusion matrix.

 Accuracy TP TN TP FP TN FN� � � � �( ) / ( )  (1)

 Precision TP TP FP� �( ) / ( )  (2)

 Recall TP TP TN� �( ) / ( )  (3)

 F Measure Precision Recall Precision Recall� � �( ) / ( )2 * *  (4)

Table 4. Confusion matrix

Predicted Class

Phishing Benign

Actual Class Phishing True Positive (TP) False Negative (FN)

Benign False Positive (FP) True Negative (TN)

4.2	 Evaluation	of	proposed	XAI-PhD	system

Two experiments have been conducted to evaluate the performance of the pro-
posed method, XAI-PhD. The objective of the first experiment is to examine the impact 
of SHAP values on the proposed method’s performance (i.e., H1). In this experiment, 
two versions of the proposed phishing detection method are implemented with and 
without using the SHAP values as a feature selection method. Figure 8 shows the 
SHAP values for removing eight features from the input list. The results illustrate 
that removing those features has an insignificant impact on the model’s perfor-
mance. Table 5 presents the gathered results from applying the proposed method 
with and without SHAP values.
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Fig. 8. Results of SHAP values analysis after removing features

The gathered results prove that applying the SHAP values as a feature selection 
method positively impacts the model’s complexity. It is widely known that more input 
features lead to a more complex model. However, our aim is to reduce complexity 
without compromising performance or accuracy. Table 5 demonstrates that remov-
ing eight features did not affect the accuracy of the proposed method. Moreover, the 
time required to make predictions using the proposed method with SHAP values 
is less than that without SHAP values. Utilizing SHAP values as a feature selection 
method enhanced the prediction time by 40.73%.

Table 5. Accuracy and running time results of XAI-PhD with and without SHAP values

Measure With SHAP Values Without SHAP Values

Accuracy 99.8% 99.8%

Precision 1 1

Recall 99% 99%

F1-measure 1 1

Running Prediction Time/Whole Data 48.7 ms ± 473 µs 49.9 ms ± 493 µs

Running Prediction Time/Record 1.47 ms ± 18.5 µs 2.48 ms ± 450 µs

Notes: ms: Millisecond, µs: Microsecond.

Figure 9 illustrates the global explanation of XAI-PhD, which integrates feature 
importance with feature effect. Features are arranged in descending order from top 
to bottom based on their importance. The color scheme (red or blue) enables visual-
ization of how variations in a feature’s value influence the prediction. For instance, 
elevated SHAP values for the count feature would suggest a heightened risk of a 
phishing attack.
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Fig. 9. SHAP summary plot for XAI-PhD input features

The objective of the second experiment is to compare the performance of 
XAI-PhD with other baseline ML-based techniques (i.e., H2). In this experiment, we 
consider three popular algorithms: DT, SVM, and KNN. Note that the DT, SVM, and 
KNN are implemented to use all 18 features. Table 6 shows the results of all methods. 
XAI-PhD outperformed other ML-based phishing detection methods. The accuracy 
of the proposed method is 0.31%, 2.1%, and 0.81% better than DT, SVM, and KNN, 
respectively.

Table 6. Accuracy and running time results of the proposed method with and without SHAP

Measure XAI-PhD DT SVM KNN

Accuracy 99.8% 99.5% 97.8% 99%

Precision 1 99% 99% 99%

Recall 99% 99% 91% 96%

F1-measure 100% 99% 95% 98%

4.3	 Feature	analysis	and	interpretation	in	the	XAI-PhD	system

In this section, we delve into feature interpretation and explanation in the 
XAI-PhD system to demonstrate how individual and paired features contribute to 
accurate phishing detection predictions. By leveraging the power of SHAP values, 
we provide comprehensive visualizations that enhance our understanding of 
the model’s predictive behavior and decision-making process. In Figure 10, the 
heatmap visually represents the correlation between different features used in 
the XAI-PhD system. Each cell represents the correlation coefficient between  
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two features, with 1 indicating a perfect positive correlation, -1 indicating a per-
fect negative correlation, and 0 suggesting no correlation. The color intensity 
reflects the strength of the relationship, with darker colors representing stronger 
correlations. In the context of phishing detection, the heatmap in Figure 10 under-
scores the intricate relationships among the features of the URLs. For instance, 
the strong positive correlation between ‘url_len’ and ‘url_path_len’ suggests that 
longer URLs tend to have longer paths, a potential indicator of phishing attempts 
where attackers may embed malicious parameters within the path. Conversely, a 
notable negative correlation between ‘url_len’ and ‘type’ may imply that phish-
ing URLs often diverge from typical benign URL structures. This heatmap not only 
reaffirms the multifaceted nature of the data but also validates the necessity of 
considering these relationships during feature selection to bolster the model’s pre-
dictive accuracy.

Fig. 10. Correlation heatmap of URL features based on SHAP values in the XAI-PhD

The interaction plots in Figure 11 provide a clear view of how features inter-
act to influence the XAI-PhD system’s predictions. For example, the strong positive 
interaction between the URL length ‘url_len’ and the URL path length ‘url_path_
len’ reveals that longer URLs with extensive paths significantly increase the like-
lihood of phishing detection. Attackers often use lengthy URLs and paths to hide 
their intentions, which helps the model recognize this pattern as indicative of phish-
ing. Similarly, the interaction between ‘url_len’ and the free-level domain length 
‘fld_len’ reinforces the complexity of phishing URLs, where longer domain names 
and overall URLs often conceal malicious behavior. In contrast, the interaction 
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between the dash count ‘count-’ and the number of punctuation marks ‘url_puncs’ 
is weaker. Although high values of count slightly reduce phishing predictions, the 
relationship remains relatively neutral, indicating that special characters alone do 
not significantly influence predictions. Further insights can be gained by examining 
the relationships depicted in the interaction values. For instance, ‘url_len,’ ‘url_
path_len,’ and ‘fld_len’ features consistently have a positive impact on phishing 
predictions due to their high SHAP values. These interactions offer valuable insights 
into how phishing URLs distinguish themselves from benign URLs. The analysis 
confirms the reliability of the XAI-PhD system, identifying common patterns that 
inform its predictions: phishing URLs are characterized by longer paths, intricate 
domain structures, and special characters designed to confuse victims. By interpret-
ing these nuanced interactions clearly, the XAI-PhD system enhances the scientific 
validity of phishing detection, providing a transparent and credible model for XAI 
in cybersecurity.

Fig. 11. Interaction plots for feature interactions in the XAI-PhD system

The waterfall plot presented in Figure 12 illustrates how individual features con-
tribute to the XAI-PhD system’s prediction for a specific URL. Each step represents 
a feature’s SHAP value and its impact on the final prediction. The feature with the 
highest absolute magnitude is ‘count-’, which negatively contributes -1.26, signifi-
cantly shifting the prediction to the left and decreasing the likelihood of classify-
ing the URL as phishing. This indicates that a low count of the character ‘–’ (dash) 
strongly suggests that the URL is benign. On the other hand, the feature with the 
lowest negative magnitude, ‘count?’ has a minimal contribution of -0.03, indicat-
ing that the count of question marks has a minor effect on reducing the phishing 
classification. The feature ‘count_dirs’ has the highest positive magnitude of +0.37, 
pushing the prediction to the right, thereby increasing the probability of classify-
ing this URL as phishing. This suggests that, in this case, a higher directory count 
is strongly correlated with phishing activity. Other features such as ‘fld_len’ (-0.6) 
and ‘url_path_len’ (-0.56) make moderate negative contributions, decreasing the 
likelihood of phishing.

https://online-journals.org/index.php/i-joe


 96 International Journal of Online and Biomedical Engineering (iJOE) iJOE | Vol. 20 No. 11 (2024)

Al-Fayoumi et al.

Fig. 12. Waterfall plot compares model output to data distribution based on feature SHAP values

Overall, the combined impact of all features shifts the model’s prediction from the 
base value of -10.148 to the final prediction of -5.598. Blue bars represent features 
such as ‘count-’ and ‘url_len’ that decrease the likelihood of phishing, while red 
bars such as ‘count_dirs’ and ‘url_puncs’ have positive values that increase it. This 
visualization offers a clear insight into the decision-making process, emphasizing 
the significance and relative influence of each feature, thereby improving the inter-
pretability and reliability of the XAI-PhD system.

Figure 13 illustrates the relative impact of features on obtaining a prediction score 
of 7.77, indicating a benign outcome. The base value starts at -9.305, and features shift 
this prediction towards either phishing or benign. The threshold value divides the con-
tributions into two categories: red indicates features pushing the prediction toward 
phishing, while blue indicates features contributing to a benign classification. The 
features ‘fld_len’ = 12, ‘url_digits’ = 2, ‘count-’ = 1, ‘count.’ = 5, ‘count_dirs’ = 12, and 
‘count?’ = 2, shown in red, contribute significantly towards predicting phishing attacks 
by increasing the final score. In contrast, ‘subdomain_len’ = 0, ‘url_len’ = 102, and 
‘url_path_len’ = 82 are displayed in blue, pulling the prediction towards benign. This 
analysis reveals the importance of key features for the XAI-PhD system’s predictions. 
High directory counts, special characters, and certain URL structures increase the 
likelihood of phishing, while longer paths and subdomains contribute to benign out-
comes. This visual breakdown provides insights into how specific features affect the 
model’s decisions, enabling researchers to identify and leverage the most influential 
characteristics that enhance the system’s predictive performance.

Fig. 13. SHAP force plot used for local explanations

These figures provide a transparent view of the internal workings of the 
XAI-PhD system, promoting trust and bolstering the model’s credibility. They illu-
minate the intricacies of how particular feature relationships and interactions 
impact phishing detection, aiding in the identification and refinement of influen-
tial characteristics. This in-depth comprehension establishes the foundation for  
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constructing resilient, reliable, and adaptable XAI models that can respond to the 
ever-changing landscape of phishing threats.

4.4	 Comparisons

The proposed performance is compared to other approaches from the litera-
ture to examine the third hypothesis (i.e., H3). Table 7 displays the feature selec-
tion technique, classification algorithm, and number of features used to achieve the 
reported results. Generally, the developed methods that utilized less than 40 fea-
tures demonstrated modest performance compared to those using more than 40. 
However, XAI-PhD achieved superior accuracy and precision using only ten fea-
tures. Additionally, the performance of the proposed method is [1.22%–2.66%] better 
than other methods that employ an XAI technique, such as SHAP values (i.e., [37]).

5	 CONCLUSION

A new and robust phishing URL detection technique, XAI-PhD, has been pro-
posed, developed, evaluated, and reported in this paper. XAI-PhD leverages the 
advantages of integrating explainable AI (XAI) and the classification algorithm (i.e., 
LGBM). The proposed method involves two main phases: data preparation and clas-
sifier building. During the data preparation phase, XAI-PhD extracts features from 
the URLs and selects appropriate input features using the SHAP values. In XAI-PhD, 
using the SHAP values improves the model’s explainability and generalization. The 
selected features are used to train the LGBM classifier. A set of experiments is con-
ducted to evaluate and compare the performance of XAI-PhD with other phishing 
detection methods. The gathered results showed that selecting the features using 
the SHAP values improves the accuracy and reduces the prediction time of XAI-PhD. 
Additionally, XAI-PhD outperformed other baseline ML-based methods and similar 
approaches from the literature. The model may be extended to work with multiclass 
classification and detect malicious activities.

Table 7. Comparing the proposed model with other studies (where A: accuracy, P: precision)

Study Feature Selection Classification Algorithms No. Features Best Metric

[18] – XCS (a rule-based online learning system) 38 P: 98.39%

[19] – R.F. 40 A: 97.98%

[25] CNN Deep Learning (CNN) – A: 98.34%

[26] – Random Forest 26 A: 98.03%

[28] – Autoencoder + Gradient Boosting 48 A: 97.45%

[29] – Deep Learning 8 A: 89.6%

[30] – XGBoost 21 P: 94.6%

[31] Dynamic CNN Deep Learning (CNN) – P: 99.3%

[37] Chi-Square Class Association Rules 12 A: 92.5%

[38]

– Explainable Boosting Machine 40 P: 97.41%

– R.F. + LIME 40 P: 98.8%

– SVM - LIME 40 P: 97.90%

[39] Chi-square, ANOVA Voting Classifier 47 A: 99.72%

XAI-PhD SHAP values LightGBM 10 A: 99.8%
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