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PAPER

Lung Sound Classification for Respiratory Disease 
Identification Using Deep Learning: A Survey

ABSTRACT
Integrating artificial intelligence (AI) into lung sound classification has markedly improved 
respiratory disease diagnosis by analysing intricate patterns within audio data. This study 
is driven by the widespread issue of lung diseases, which affect around 500 million peo-
ple globally. Early detection of respiratory diseases is crucial for delivering timely and effec-
tive treatment. Our study consists of a comprehensive survey of lung sound classification 
methodologies, exploring the advancements made in leveraging AI to identify and classify 
respiratory diseases. This survey thoroughly investigates lung sound classification models, 
along with data augmentation, feature extraction, explainable techniques and support tools 
to improve systems for diagnosing respiratory conditions. Our goal is to provide meaning-
ful insights for healthcare professionals, researchers and technologists who are dedicated 
to developing methodologies for the early detection of pulmonary diseases. The paper pro-
vides a summary of the current status of lung sound classification research, highlighting 
both advancements and challenges in the use of AI for more accurate and efficient diagnostic 
methods in respiratory healthcare.
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1	 INTRODUCTION

Lung diseases are one of the common types of diseases that have invaded about 
500 million people across the globe [1]. It is vital to identify different lung conditions 
and symptoms for effective diagnosis and treatment. Generally, the diagnosis of respi-
ratory diseases is done by experienced physicians by listening to lung sounds via a 
stethoscope or analysing the scanned images of the respiratory system. Although this 
process requires expert knowledge and time, the World Health Organisation (WHO) [2] 
states that 45% of the WHO member states have less than 1 physician per 1000 popula-
tion [3]. Therefore, the task of identifying lung conditions has become less efficient due 
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to the lack of skilled physicians in developing countries and the time taken to examine 
and analyse individuals. Moreover, the results of manual auscultation depend on the 
expertise of medical practitioners and may be prone to human error. Thus, considering 
the limited availability of healthcare resources, the accurate diagnosis of patients may 
be subjected to variability and inconsistencies, highlighting the need for a standardised 
approach to automate lung sound classification as a support tool for physicians.

The inclusion of AI in healthcare, such as lung condition detectors, cancer classi-
fiers, and eye disease identifiers, has significantly improved efficiency and perfor-
mance in medical informatics [4, 5]. Recently, deep learning (DL) has evolved in the 
medical domain by providing techniques to analyse complex data types, improve 
diagnostic accuracy, and facilitate medical research and decision-making processes 
[6], [7]. Lung sound classification is important for the effective and efficient identi-
fication of respiratory diseases. Different DL classifiers can be trained to learn the 
features in lung sound signals to distinguish different lung conditions such as pneu-
monia, asthma, COVID, and chronic obstructive pulmonary disease (COPD) [8–13]. 
Accordingly, employing DL-based classifiers and developing support tools utilising 
these models to provide a diagnosis for lung sounds would be beneficial to the health-
care sector [14]. This kind of system would act as an assisting tool for doctors as well 
as a learning tool for medical students. Since respiratory diseases are a global health 
issue, having a simple and effective classification system could improve patient care, 
make healthcare processes smoother and help manage diseases better.

This study provides a survey of related literature and offers a comprehensive anal-
ysis of existing research findings. These serve as valuable resources, consolidating 
diverse studies to provide a more subtle understanding of the subject matter and aid-
ing researchers and practitioners in making informed decisions based on the collective 
evidence in the field. Although there are systematic reviews of other respiratory disease 
diagnoses using images such as chest X-rays [4], there is a lack of surveys conducted on 
lung sound classification and analysis. The existing lung sound classification surveys 
and reviews [15–19] are limited in their coverage, particularly regarding explainability 
techniques and support tools integrated into the classification process. Understanding 
the intricacies of lung sound classification is crucial for improving diagnostic accuracy 
and enhancing patient care in respiratory medicine. By addressing this gap, our survey 
paper aims to extend the current understanding of lung sound classification methodol-
ogies, thereby providing researchers and clinicians with a more robust foundation for 
developing effective diagnostic tools and treatment strategies.

Additionally, this paper contributes to advancing the field by identifying areas 
for further research and innovation, ultimately facilitating better healthcare out-
comes for patients with respiratory conditions. In this paper, we have addressed 
these requirements with a comprehensive analysis of literature from 2018–2024 
(Q1), where Q1 represents the first quarter of the year, covering the main areas of 
data preprocessing, feature extraction, classification models, explainability, and sup-
port tools in the lung sound domain. We also discuss existing challenges and state 
possible future research directions in the considered domain of study. The goal of 
this survey is to explore the following research questions by analysing the utilisation 
of DL techniques within the lung sound identification domain.

RQ1: Classification performance: How accurately can the DL models differentiate 
between lung sound classifications with different diseases?

RQ2: Impact of data augmentation: Can adding noise or altering pitch improve 
model accuracy in lung sound classification?

RQ3: Audio inherent features: Will different types of features relevant to audio 
data impact the performance of classification models differently?
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RQ4: Optimal architectures: Which DL models classify with high accuracy?
RQ5: Explainability: How to make the model’s decisions more understandable by 

highlighting relevant regions in the audio waveform?

2	 METHODS

This survey explores literature published between 2018 and 2024 (Q1) in the 
domain of lung sound classification using DL techniques. We followed the preferred 
reporting for systematic reviews and meta-analysis extension for scoping reviews 
(PRISMA-ScR) guidelines proposed by Tricco et al. [20] to identify, screen, select eligi-
bility, and filter the included articles for this study, as shown in Figure 1.

Fig. 1. PRISMA process for article selection

Identification criteria. We used Google Scholar search to identify all the 
possible studies in the domain of ‘lung sound classification using DL.’ We filtered 
the studies based on the available filtering options, such as custom year range, study 
areas and language, for which we chose English to narrow down the search results.

Screening criteria. The search strategy of the screening process was based on 
articles from publishers such as IEEE, Elsevier, Springer, ACM and MDPI. The main 
reason behind selecting these platforms was the high chance of finding many rele-
vant studies. We removed the duplicates and screened the identified articles from 
Google Scholar search for their eligibility by their title and abstract. This process is 
mainly done by the first three authors. The contradictory opinions were resolved by 
analysing those articles by the fourth author.

Eligibility criteria. In this process, we excluded articles based on irrelevant 
titles, irrelevant content, and unrelated techniques. The first three authors have 
divided the articles equally and performed the data extraction process. The accuracy 
and consistency were checked by the rest of the authors.
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Inclusion criteria. Accordingly, for this survey, we have included 42 articles, 
including 6 conference publications and 36 journal publications on lung sound 
classification.

3	 TAXONOMY

The taxonomy for the related studies in the lung sound classification domain is 
shown in Figure 2. Different techniques have been used for predictions based on the 
purpose of the application and the available dataset. Data preprocessing approaches 
including normalisation [21], augmentation [22–24], feature extraction [23], [25], 
[26], [19], [22], classification [27], [26], [28], [10], [29], and explainability [30], [31], 
[32], [33], [34] were considered. As technology evolves, the taxonomy changes 
through the inclusion of new techniques, thereby contributing to the advancement 
of DL applications in lung sound analysis.

Fig. 2. Taxonomy of techniques

Considering the data pre-processing, normalisation methods such as min-max 
normalisation are used to adjust the scale of features, ensuring that audio char-
acteristics remain consistent even when recorded using different devices [21]. 
Min-max normalisation re-scales numerical features to fit within a certain range, 
usually between 0 and 1, which helps maintain consistency across all features [35]. 
Data augmentation increases the training dataset and thereby improves the perfor-
mance of models by reducing overfitting, improving generalisation, and making the 
model more robust. Data augmentation applies different transformations or adjust-
ments to existing data samples, creating new samples that still belong to the same 
category as the original data [36]. For augmenting audio data, noise injection, time 
shifting, pitch shifting, mix-up methods, and speed changes can be applied. Numpy 
offers a straightforward approach for handling noise injection and time shifting, 
whereas Librosa is a library that allows for pitch shifting and speed changes with 
minimal code [37]. Pitch shifting is an augmentation technique that is commonly 
used in the lung sound classification domain. In this process, the frequency or pitch 
of the audio is modified by one or more semitones while preserving its duration [36]. 
On the other hand, time shifting shifts the audio either to the left or right by a 
random number of seconds [37]. In time shifting, the time series is stretched by a 
fixed rate. Moreover, the noise addition technique adds random values to the data. 
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This can improve the model’s ability to withstand environmental noise or variations 
in recording conditions [36].

Various feature extraction methods incorporate time-domain, frequency-domain, 
and time-frequency domain features. Prominent methods for feature extraction in 
the frequency domain include Mel-frequency cepstral coefficients (MFCCs), Mel-
spectrograms and chromagrams in the domain of lung sound classification. A spec-
trogram visually represents the spectrum of frequencies in a signal, representing the 
changes over time. A typical format of a spectrogram consists of a two-dimensional 
graph where one axis denotes time, another represents frequency, and the inten-
sity or colour of each point in the image indicates the amplitude of a specific fre-
quency at a given time [10]. Apart from frequency domain features, we can extract 
features such as root mean square (RMS), spectral centroid (SC) and zero crossing 
rate (ZCR). For a continuous-time waveform, the RMS value is calculated by squar-
ing the function defined in the continuous waveform. The SC, a metric in digital 
signal processing, characterises a spectrum by indicating the location of its centre 
of mass [10]. ZCR measures the rate at which the signal transitions between positive 
and negative values.

Among the classifiers, the most preferred model in the lung sound classification 
domain is convolutional neural networks (CNNs), as it automatically learns to extract 
low-level features of the input audio, such as edges, and high-level features, such as 
complex patterns. CNNs are specialised deep-learning models designed for grid-like 
data, such as images or spectrograms. By utilising convolutional layers with small 
filters, CNNs automatically learn hierarchical features through the convolution oper-
ation. On the other hand, recurrent neural networks (RNNs) are rarely applied in 
lung sound classification, offering unique advantages in handling sequential data. 
RNNs have connections that form a directed cycle, allowing them to capture the 
temporal dependencies in lung sound recordings. This helps in understanding the 
sequential nature of respiratory data, where patterns are useful for accurate classi-
fication. By employing long short-term memory (LSTM) networks or gated recurrent 
units (GRUs), challenges such as vanishing gradients can be resolved, and the perfor-
mance of the classifier can be improved.

Although DL-based models interface with the medical domain as an assistive 
application, it is important to show the transparency of the prediction process. 
Explainability techniques support showing the regions of interest of the input that 
cause the predictions by the classifier. Explainable artificial intelligence (XAI) is an 
evolving approach and helps to increase the trustworthiness of the DL model [38]. 
Some of these techniques include gradient-weighted class activation mapping 
(Grad-CAM), saliency maps, layer-wise relevance propagation (LRP) and local inter-
pretable model-agnostic explanations (LIME). Grad-CAM is a commonly used XAI 
technique in image classification [39]. This provides a way to interpret the most rel-
evant and crucial regions utilised in the prediction given by the classification model. 
The saliency map, on the other hand, is an XAI method with more control than 
Grad-CAM. The saliency map gives a value from 0 to 1 for each pixel in an image to 
indicate the level of contribution of the pixel to the final prediction [40].

4	 RELATED	STUDIES

Several studies are available for lung sound classification, and the performance 
of these approaches highly relies on the specific techniques employed for data 
preprocessing, feature extraction and classification.

https://online-journals.org/index.php/i-joe
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Table 1. Comparison of used techniques

Technique Advantages Limitations Studies

Spectrograms:
MFCC
Mel-Spectrogram 
Chromagram

Spectrograms are less sensitive to noise 
and variations.
Represent time-frequency domain.

Loss of temporal information.
Sensitivity to windowing parameters.

[10], [11], [12], [23], [24], [26], 
[28], [29], [41], [42], [43]

CNNs:
ResNet
VGG
Alexnet

Learn spatial relationships in the data.
Learn frequency patterns in sound.

Need a large set of labelled data to adjust 
weights and biases for accurate predictions.

[10], [13], [21], [27], [29], [42], 
[44], [45]

RNNs:
LSTM
GRU

Used for sequential data analysis. Do not perform well in handling spatial 
information.

[24], [29], [46]

SVM Relatively insensitive to noise.
Perform well in small datasets.

Can not handle spatial data, which leads 
to low accuracy.

[43], [46], [47], [48]

Table 2. Summary of related studies

Study/Year Dataset [#classes] Techniques Performance

[11]/2024 ICBHI 2017 [10] FE: Mel, MFCC, Chromagram
CL: CNN
XAI: Grad-CAM, Saliency map

Acc: 91.04%

[32]/2023 Clinical dataset [6] FE: Mel spectrogram
CL: CNN, VGG16
XAI: Grad-CAM

Acc: 92.56%

[10]/2022 ICBHI 2017 [6] FE: MFCC, Mel-Spectrogram, Chromagram
CL: CNN

Acc: 99%

[22]/2022 ICBHI 2017 [2,7] FE: Chromagram, RMS, SC, Bandwidth, 
MFCC, ZCR, Poly
CL: kNN, SVM, CNN, Logistic Regression

F1: 0.983

[23]/2021 ICBHI 2017 [2] FE: Mel-Spectrogram, MFCC, Chromagram, 
Q-Chromagram
CL: CNN

 Sen: 92%
Spe: 92%

[42]/2021 Clinical data [4] FE: Mel-spectrogram
CL: CNN, VGG

Acc: 85.7%

[49]/2021 ICBHI 2017 [6] FE: Entropy features
CL: Boosted DT

Acc: 98%

[27]/2020 ICBHI 2017 [2,6] CL: Lightweight CNN
FE: CWT and EMD scalogram

 Acc: 98.92%

[26]/2020 ICBHI 2017 [6] Augmented with random noise
FE: FCC
CL: CNN

Acc: 95.67%

[44]/2020 RALE, Think  
Labs [4]

FE: Scalograms
CL: CNN

Acc: 93.78%

[50]/2019 ICBHI 2017 [4] FE: Spectrogram
CL: CNN, SVM

Acc: 65%

[3]/2018 ICBHI 2017 [4] FE: Spectral features
CL: Boosted DT

Acc: 85%

Notes: FE: feature extraction, CL: classification, XAI: explainable AI, Acc: accuracy, Sen: sensitivity, 
Spe: specificity, F1: F1 score.
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Table 1 shows a comparison of used techniques in the literature, and a summary 
of related studies is depicted in Table 2. Here, the stated abbreviations are defined as 
follows: RMS-root mean square, SC-spectral centroid, ZCR-zero crossing rate, CWT-
continuous wavelet transform and EMD-empirical mode decomposition.

Among them, utilising CNN models with feature-based fusion to classify lung 
and heart sounds done by Tariq et al. [10] has shown promising results with the 
ICBHI 2017 respiratory dataset. They applied augmentation techniques such as 
noise addition, time stretching, and pitch shifting to increase the dataset. The slid-
ing window technique was used to improve accuracy by analysing consistent data 
in three-second clips. They extracted audio-inherent features such as MFCC, Mel-
spectrogram, and chromagram from lung sound audio. CV2 and NumPy libraries 
were used to visually represent the feature vectors extracted from these three types 
of spectrograms and were transformed into JPG images with dimensions [128 × 128]. 
They trained three classification models namely, FDC-1, FDC-2, and FDC-3, to extract 
features concurrently and independently by feeding the spectrograms to each clas-
sification model. These individual classifiers were then transferred into the FDC-FS 
fusion model to deliver the final prediction. The fusion model was built using the 
output features of three models: FDC-1, FDC-2, and FDC-3. This study showed a clas-
sification accuracy of 97% for six classes in the original dataset and 99% accuracy 
for the augmented dataset.

Another study by Brunese et al. [22] proposed a two-step method for classifica-
tion. The initial phase distinguished between healthy and abnormal lung sounds. 
The second classifier identified the respiratory disease type, including asthma, bron-
chiectasis, bronchiolitis, COPD, pneumonia, and lower or upper respiratory tract 
infections. They combined nine features into a single feature vector to feed into 
machine learning (ML) models. The feature vector included chromagram, RMS, SC, 
bandwidth, Tonnetz, MFCC, ZCR and poly features, which were extracted from audio 
files. They utilised supervised ML algorithms, namely, K-nearest neighbours (KNN), 
SVM, CNN, and logistic regression, for disease prediction. The highest F-measure 
was achieved by the CNN, which features one convolutional layer with a filter size 
of 5 × 5 and a pool size of 2 × 2, each with 100 feature maps. The F-measure for 
disease detection and disease categorisation was 0.983 and 0.923, respectively. This 
study indicated the feasibility of utilising a two-step classifier to identify lung disease 
rather than solely distinguishing between healthy individuals and those affected by 
lung diseases.

A lightweight CNN is proposed by Shuvo et al. [27], utilising scalogram images of 
lung sounds to classify respiratory diseases. The authors used the ICBHI 2017 chal-
lenge dataset for a three-class and a six-class classification. The authors have utilised 
six-s audio clips and extracted the features to form scalograms employing empirical 
mode decomposition (EMD) and continuous wavelet transform (CWT). They devel-
oped a CNN model comprising four convolutional layers and five dense layers, fol-
lowed by the output layer. The same architecture was used for both three-class and 
six-class classifications. The suggested approach has yielded weighted accuracy of 
98.92% and 98.70% for three-class chronic classification and six-class pathological 
classification, respectively.

Moreover, Srivastava et al. [23] have proposed a CNN classifier to identify COPD. 
They used the lung sounds from the ICBHI 2017 dataset that were subjected to data 
pre-processing, where they trimmed the audio samples into 20-s windows using 
a Python library named Librosa. They utilised five feature extraction techniques, 
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including MFCC, Mel-spectrogram, chromagram, constant Q-chromagram, and 
chroma energy normalised variant. They assigned 40 as the ‘n’ value for each 
extracted feature to maintain consistency across features. The authors claimed 
that the classifier is resistant to noisy lung sound inputs and computationally effi-
cient with less memory storage. The best performance was observed by the fea-
tures extracted from augmented data using MFCC, which achieved 92% for both 
sensitivity and specificity.

Another study by Wanasinghe et al. [11] proposed a multi-class classifier to clas-
sify the input lung sound audio data into 10 classes, including healthy conditions 
and nine abnormal conditions. This model has achieved the highest accuracy of 
91.04% for 10 classes. Additionally, they have applied XAI techniques to interpret the 
given prediction. They used the Grad-CAM technique to compute the weighted sum 
of the gradients of the output in the final convolutional layer. Thus, the target class 
visualises the relevance of the input feature for the final prediction of the classifier 
[51]. Unlike pure image classifications, the interpreted areas correlate to specific fre-
quency bands; thus, issues such as the way that the frequency band is connected to 
the model’s prediction emerged. Next, the saliency approach was applied to back-
track and analyse the model’s interpretations to examine the behaviour of the audio 
waveform. The authors used two different saliency techniques, both of which used 
back-propagation to evaluate the relative importance of each input layer feature. The 
regular ReLU activation function was used in the first method, while in the second 
approach, to mitigate the contribution loss that occurred from nodes that resulted 
from the usage of pooling layers, they employed a guided ReLU function [40]. Both 
approaches returned values ranging from 0 to 1 for each input feature to represent 
the contribution levels for a particular prediction. Further, they applied a threshold 
value by considering the values in the saliency map to hide the low-contribution fea-
tures. Three distinct thresholds—low, average, and high—were calculated to show 
the contribution and improve the visualisation. For each input feature, both meth-
ods provide values between 0 and 1 that represent the contribution levels to a given 
prediction.

Subsequently, the study mentioned above has extended to a binary classification 
model followed by a multi-class classifier [14]. As the initial steps of both approaches, 
they applied pitch shifting by one semitone as a data augmentation technique, 
followed by normalisation. Secondly, they used MFCC, Mel-spectrogram and 
chromagram, which are audio-inherent features. Third, they stacked the extracted 
spectrogram types on top of each other to form a 3D feature representation for every 
audio sample in the dataset. Fourth, they fed the created 3D features to the CNNs 
according to the specific approach. In the initial binary classification phase, lung 
sounds are identified as healthy or abnormal, enabling early exits for normal cases. 
The second phase categorises abnormal sounds into one of nine specific diseases. 
The highest accuracy achieved for disease detection using binary classification and 
disease prediction using multi-class classification were 94.09% and 92.59%, respec-
tively. Additionally, the proposed binary classification model, followed by a multi-
class classifier, has been deployed as a user-friendly mobile application for seamless 
integration with the classification models. The mobile application allows users to 
upload lung sound files and predicts the top three potential diagnoses. The proposed 
two-phase strategy has optimised computational resources, providing high accuracy 
and efficiency. The mobile application extended the practical application of diagnos-
tic models, with a system usability score above 73.2% showing good usability.

A comparison of related studies is stated in Table 3. Accordingly, the study 
by Tariq et al. [10] has shown the highest accuracy of 99%. However, they have 
employed augmentation techniques to increase the dataset size by about ten times 

https://online-journals.org/index.php/i-joe


iJOE | Vol. 20 No. 10 (2024) International Journal of Online and Biomedical Engineering (iJOE) 123

Lung Sound Classification for Respiratory Disease Identification Using Deep Learning: A Survey

the original dataset and labelled it into six classes. Moreover, Chen et al. [52] utilised 
ResNet-50 with various features, consisting of over 23 million training parameters, 
and achieved an accuracy of 98.79%. However, their classification was limited to 
only three classes. In contrast, Wanasinghe et al. [11] developed a model with fewer 
trainable parameters, allowing for the execution of a 10-class classification model 
without a significant decrease in accuracy in a resource-constrained mobile envi-
ronment. Furthermore, Choi et al. [32] employed a CNN with an attention module to 
classify lung sounds into six classes that achieved an accuracy of 92.5%. Additionally, 
they utilised Grad-CAM as an explainable AI technique to interpret the crucial regions 
of the input features, which mostly contribute to the model’s prediction process.

Table 3. Comparison of used techniques

Study/Year Accuracy/F1-Score Classes Explainability Real-Time Application

[11]/2024 91.04% 10  X

[14]/2024 92.59% 10  

[32]/2023 92.56% 6  X

[10]/2022 99% 6 X X

[22]/2022 0.923% 7 X X

[23]/2021 93% 1 X X

[42]/2021 85.7% 3 X X

[49]/2021 98% 6 X X

[27]/2020 98.70% 6 X X

[44]/2020 83.78% 4 X X

[13]/2019 98.79% 3 X X

[50]/2019 65% 4 X X

[3]/2018 85% 4 X X

[53]/2018 93.3% 2 X X

5	 DISCUSSION

5.1	 Lessons	learned

This paper concludes the following aspects in the domain of lung sound classifi-
cation using DL techniques, reflecting the research questions considered:

Classification performance (RQ1). Different models proposed by recent stud-
ies have achieved varied accuracy in identifying respiratory diseases based on lung 
sound data. For instance, according to Table 2, the fusion model developed by Tariq 
et al. [10] achieved a high accuracy of 99% in classifying six lung diseases, while the 
CNN developed by Brunese et al. [22] showed 0.92 as the F-measure for disease cat-
egorization of six lung conditions.

Impact of data augmentation (RQ2). Augmentation techniques support 
increasing the dataset size and addressing the class imbalance issue. For example, 
in [10], the model accuracy increased by 6%, indicating the importance of aug-
mentation. Moreover, the approach presented by Wanasinghe et al. [11] employed 
pitch shifting by one semitone to augment samples of two classes. The classification 
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performance slightly increased, but an answer could not be drawn since they only 
augmented two classes, and the increase in accuracy could also be due to the nature 
of the classifier.

Audio inherent features (RQ3). According to Table 2, many researchers have 
utilised individual features such as MFCC and Mel spectrograms to feed CNN models. 
However, the authors of [11] experimentally confirmed the impact of different types 
of features. When utilising 2D convolutional layers, a 3D input can be given as input 
to the CNN. A single type of feature extraction function with different parameters 
can be employed to generate a 3D input. After experimenting, different results were 
achieved by the authors for different types of inherent audio features. Combining 
various feature types and feeding the CNN yielded higher results, thus indicating the 
significance of using different audio inherent features combined.

Optimal architectures (RQ4). Researchers have explored both traditional ML 
models and deep neural networks for classification purposes [22], [10], [27], [23], 
and [11]. According to the results of classifications corresponding to performance 
metric values in Table 2, CNNs have performed well in classifying lung sounds into 
different classes.

Transparency of the decisions made by the classifiers (RQ5). It is important 
to show the reasons behind the automated prediction models so that users can use 
the DL-based applications with confidence. According to Table 3, only a few studies 
have explored explainability. Wansinghe et al. [11] used saliency maps to visual-
ise the most crucial regions in the original lung sound waveform to interpret the 
prediction with different relevance levels. These regions were evaluated by masking 
the most relevant features from each stacked 3D representation of spectrograms 
created for the test dataset to generate a new masked dataset and assess the original 
model. The regions depict the time intervals so that a medical practitioner can care-
fully listen to that specific part of the audio to make decisions. Unlike highlighting 
spectrograms, this method allows doctors and medical students to analyse the lung 
sound audio to recognise the interpretation of the model’s results.

5.2	 Existing	challenges	and	future	research	directions

One prominent limitation of the literature is the tendency of studies to restrict 
their datasets to a single source. Notably, Table 2 shows that the ICBHI dataset is 
the most widely used. The number of maximum classes utilised for classification 
is six, since classes such as asthma and URTI are not used due to insufficient sam-
ple sizes. The number of conditions can be increased by combining with other 
datasets [11] to address the different natures of diseases. Another limitation that has 
not been significantly addressed by previous research is the combination of differ-
ent audio-inherent features. Most of the studies have relied on individual feature 
representation techniques regarding the extraction of inherent audio features from 
lung sound audio samples. However, this method may constrain models such as 
CNNs to grasp broader spatial patterns present within the input data. Moreover, few 
studies have explored XAI to interpret the classification predictions, primarily rely-
ing on interpretations based on frequency. Thus, in real-world applications, it would 
be crucial to classify lung sounds into various categories and interpret the prediction 
within the input waveform.

There hasn’t been much research exploring the transition from building classifica-
tion models to creating practical support tools for medical practitioners and interns. 
It is possible to develop a tool like a mobile application consisting of developed 
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models, as done by the authors in [14]. Different methods could be explored to inte-
grate classification models into usable support tools.

While researchers may gradually address the aforementioned challenges, issues 
such as data imbalances are likely to persist. This is primarily due to the difficulty 
in obtaining a dataset that equally represents various lung conditions, as certain 
diseases are rare while others occur more frequently. In the future, advancements 
in lung sound classification can be driven by several key extensions.

Increase the generalisability of the lung sound dataset. There is a need to 
create diverse datasets while adhering to ethical guidelines. This could be benefi-
cial to improve classification performance with a greater number of lung sound 
audio samples.

Employ explainability to interpret the prediction of the classification 
model. The exploration of explainability techniques requires the attention of 
researchers in this domain to interpret the model’s predictions. This will foster trust 
among medical practitioners in integrating AI into the healthcare sector.

Develop support tools to assist medical practitioners and medical stu-
dents. The development of user-friendly support tools that integrate classification 
models and preprocessing techniques has the potential to improve respiratory care 
and provide clinicians with accessible insights during patient examinations.

6	 CONCLUSION

This paper has explored the literature on lung sound classification using DL tech-
niques. The analysis of various studies highlights the dynamic evolution within the 
field, reflecting the continuous efforts to enhance the accuracy and efficiency of 
classification models. As evidenced by the related applications, DL has proven to 
be a promising and adaptable tool in the lung sound classification domain to diag-
nose respiratory diseases. The ongoing advancements in techniques such as fea-
ture extraction, data augmentation, and explainability contribute to the robustness 
and versatility of these models. Despite the progress made in related studies, future 
research should aim to address challenges such as the implementation of real-world 
applications, model interpretability, and the incorporation of real-world clinical data 
to further validate the practical utility of DL in the domain of lung sound analysis.
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