
	 72	 International Journal of Online and Biomedical Engineering (iJOE)	 iJOE | Vol. 20 No. 12 (2024)

iJOE  |  eISSN: 2626-8493  |  Vol. 20 No. 12 (2024)  | 

JOE International Journal of 

Online and Biomedical Engineering

Laaffat, N., Outfarouin, A., Bouarifi, W., Jraifi, A. (2024). The Study of the Effectiveness and Efficiency of Multiple DCNN Models for Breast Cancer  
Diagnosis Using a Small Mammography Dataset. International Journal of Online and Biomedical Engineering (iJOE), 20(12), pp. 72–89. https://doi.org/ 
10.3991/ijoe.v20i12.49739

Article submitted 2024-04-19. Revision uploaded 2024-06-09. Final acceptance 2024-06-13.

© 2024 by the authors of this article. Published under CC-BY.

Online-Journals.org

PAPER

The Study of the Effectiveness and Efficiency  
of Multiple DCNN Models for Breast Cancer Diagnosis 
Using a Small Mammography Dataset

ABSTRACT
Breast cancer (BC), the most prevalent cancer worldwide, poses a significant threat to women’s 
health, often resulting in mortality. Early intervention is crucial for reducing mortality rates 
and improving recovery. Mammography plays a pivotal role in early detection through 
high-resolution imaging. Various classification techniques, including classical and deep 
learning (DL) methods, assist in diagnosing BC. Convolutional neural networks (CNN)-based 
classification with transfer learning enhances efficiency and accuracy, especially with limited 
datasets. This study evaluates the performance of different pretrained deep CNN architec-
tures in classifying pathological mammography scans from the Mini-MIAS dataset. The results 
show that Xception, VGG16, VGG19, and MobileNetV2 achieve the highest accuracy (97%), 
with VGG19 demonstrating the fastest prediction speed (0.53 s).
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1	 INTRODUCTION

Breast cancer (BC) [1], [2], [3] ranks as the most prevalent cancer globally and 
stands as the leading factor in female mortality. In the year 2022, a total of 2.3 million 
cases of BC were identified among women, leading to 670,000 fatalities on a global 
scale, according to the WHO [3].

Achieving a reduction in the mortality rate associated with this particular form 
of cancer, along with enhancing the prospects of recovery, can solely be accom-
plished through vigilant management of the tumor, starting from its initial stages 
of development. Mammography [3] is recognized as the primary method for early 
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identification of breast irregularities, providing high-resolution images of breast 
tissue. In response to the rise in mammogram utilization over the past few decades, 
numerous study studies are endeavoring to automatically identify breast abnormal-
ities using computer-aided detection (CAD) [4], [5], [6], [7], [8], [9], [10], [11], or to 
automatically interpret mammograms through computer-aided diagnosis (CADx) 
[12], [13], [14], [15], [16], [17]. These study works are oriented, depending on the 
problem to be treated, in two main areas:

•	 Computer-aided detection [18], which aims to identify anomalies and classify 
regions of a mammogram as regions of interest (suspicious).

•	 Computer-aided diagnosis [18] entails the classification of detected anomalies, 
determining whether they are benign or malignant, or whether they fall within 
the categories of abnormality or normalcy.

Numerous algorithms exist for classifying and predicting BC outcomes [19], [20], 
[21], [22], and [23]. Deep learning (DL) models have greatly improved classification 
tasks, driven primarily by the adoption of transfer learning (TL) techniques and the 
growing availability of diverse image datasets. These methods have effectively tack-
led numerous challenges, notably addressing data scarcity, particularly prevalent 
in fields such as medical imaging where obtaining extensive datasets is arduous. 
Consequently, deep convolutional neural networks (DCNNs) often struggle to effec-
tively learn from small datasets, leading to overfitting issues. TL offers a solution by 
leveraging pre-trained DCNNs in various ways. It involves either extracting essential 
features from the pre-trained model and transferring them to a classification model 
or making specific adjustments to the model to achieve optimal results. This last way 
is more sophisticated and will be our adopted way.

The present paper gives a performance comparison between eight classifiers: 
Xception, VGG16, VGG19, ResNet50, MobileNetV2, InceptionResNetV2, InceptionV3, 
and DenseNet121. These 8 different types of DCNNs were pretrained on a natural 
image dataset (ImageNet), whose weight is used in TL experiments. To ascertain the 
category of mammography scans of the female breast, the Softmax function is imple-
mented at the final layer (FC) to generate the predicted probabilities.

The key novelty of this work lies in its comprehensive evaluation of multiple 
state-of-the-art pretrained CNN architectures on a small yet diverse mammography 
dataset. This study not only benchmarks the performance of these models in terms 
of accuracy, sensitivity, specificity, precision, and prediction speed but also high-
lights the practical implications of using TL in scenarios with limited labeled data. 
By demonstrating the effectiveness of sophisticated TL techniques and providing a 
detailed performance comparison, this study offers valuable insights that can guide 
future applications and study in the field of BC detection.

The main contribution of our approach to detailing the dynamics of the system to 
the literature lies in several key aspects:

Comprehensive Evaluation of Pretrained CNN Architectures: We conduct a thor-
ough evaluation of eight state-of-the-art pretrained CNN architectures (Xception, 
VGG16, VGG19, ResNet50, MobileNetV2, InceptionResNetV2, InceptionV3, and 
DenseNet121) on a small yet diverse mammography dataset. This comprehen-
sive benchmarking provides insights into the relative strengths and weaknesses 
of each model in the context of BC detection, a contribution that is valuable 
for studied and practitioners aiming to select the most suitable model for their 
specific needs.
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Application of TL in Medical Imaging: Our study highlights the practical impli-
cations of using TL to address data scarcity issues prevalent in medical imaging. 
By leveraging pretrained models on a large natural image dataset (ImageNet) and 
fine-tuning them on mammography images, we demonstrate how TL can signifi-
cantly enhance model performance even with limited labeled data. This underscores 
the potential of TL for similar medical imaging applications, thereby advancing the 
methodology in the literature.

Performance Metrics and Practical Implications: We evaluate the models not only 
in terms of traditional metrics such as accuracy, sensitivity, specificity, and precision 
but also in terms of prediction speed, Kappa statistic, and other error metrics. This 
multifaceted evaluation offers a holistic view of the models’ performance, address-
ing both their effectiveness and efficiency. Such a detailed analysis helps in under-
standing the trade-offs involved and aids in making informed decisions regarding 
model deployment in real-world clinical settings.

Detailed Performance Comparison and Insights: Our study provides a detailed 
performance comparison of the eight CNN models, offering valuable insights into 
which models perform best under specific conditions. This comparative analysis 
contributes to the literature by identifying the most effective models for mammogra-
phy classification, thereby guiding future study and development efforts.

Guidance for Future Applications and Research: By demonstrating the effective-
ness of sophisticated TL techniques and providing a detailed performance compar-
ison, our study offers actionable insights that can inform future applications and 
study in the field of BC detection. This contribution helps bridge the gap between 
theoretical study and practical application, facilitating the translation of advanced 
ML techniques into clinical practice.

The objective of this study is to evaluate how efficiently and effectively these 
algorithms perform through various metrics. The sections of this document are 
organized as follows: Section 2 explores some related works. Section 3 presents the 
methodology. Section 4 elucidates the experimental context. Section 5 examines 
the comparative analysis of the experiments. Section 6 deliberates on the acquired 
experimental results. Lastly, Section 7 presents the paper’s concluding remarks.

2	 RELATED WORK

Classification is an essential function of computer vision systems applied to med-
ical imaging; it is involved in the final phase of diagnosis called decision-making. 
The categorization process holds a significant and indispensable position within the 
realms of machine learning (ML) and DL. Numerous study efforts are directed 
towards the application of ML and DL in the medical imaging domain for the pur-
pose of disease classification and prevention, particularly in cases such as BC. This 
involves a meticulous evaluation of patient conditions through the analysis and cat-
egorization of images according to their respective pathological stages. The DCNN, 
categorized as a form of DL architecture, has exhibited notable efficacy in the exam-
ination and categorization of medical imagery. This phenomenon is particularly 
evident within healthcare infrastructures for the identification of various types of 
tumors, such as those found in the brain, lungs, breasts, and skin. The strategy of TL 
is implemented to enhance the structure of CNNs, thereby culminating in the devel-
opment of a resilient model.

Alantari and Kim [24] present a system specifically developed for identifying 
and categorizing breast irregularities. Their objective is achieved using the YOLO 
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detector, resulting in F1 scores of 0.992 and 0.9802, respectively, on the Digital 
Database for Screening Mammography (DDSM) and INbreast datasets. Subsequently, 
categorization is conducted using three DL architectures: standard feedforward 
CNN, ResNet50, and InceptionResNetV2. The initial model achieves a 94.5% accu-
racy rate on DDSM and 88.7% on INbreast. ResNet-50 achieves an accuracy of 
95.8% on DDSM and 92.5% on INbreast, while InceptionResNetV2 attains 97.5% 
and 95.3%, respectively, on DDSM and INbreast. The authors in the study [25] con-
ducted a comparative analysis between VGG16 and ResNet50 to ascertain the best 
BC detector using the IRMA dataset. VGG16 demonstrates itself as the most precise 
classifier, achieving an accuracy rate of 94%, whereas ResNet50 attains a recogni-
tion accuracy of 91.7%.

In [26], the authors introduce a classification model for BC masses by lever-
aging CNNs. An evaluation is conducted to analyze the efficacy of two different 
structures, specifically AlexNet and GoogleNet, which demonstrate discrepancies 
in both architecture and hyper-parameters. This evaluation aims to identify the 
optimal classifier through the utilization of image data sourced from the Curated 
Breast Imaging Subset of DDSM (CBIS-DDSM), INbreast, the Mammographic Image 
Analysis Society (MIAS), and the Egyptian NCI. For CBIS-DDSM, AlexNet achieves 
100% accuracy, while GoogleNet achieves 98.46%. In the case of the INbreast 
database, the models achieve 100% and 92.5%, respectively. Moreover, for NCI 
images, the models achieve 97.89% and 91.58%, respectively. Similarly, for the 
MIAS database, the models achieve accuracies of 98.53% and 88.24%, respec-
tively. Consequently, the AlexNet model demonstrates superior accuracy and 
performance as a classifier. In the study by the authors cited as references [27], 
a novel framework is introduced for the segmentation and categorization of 
images depicting. Various DL architectures, such as InceptionV3, ResNet50, 
DenseNet121, MobileNetV2, and VGG16, were employed to differentiate benign 
from malignant instances. These models were applied to datasets including MIAS, 
DDSM, and CBIS-DDSM. The proposed methodology, particularly when employ-
ing InceptionV3 on the DDSM dataset during the classification phase, demon-
strated superior performance. This was evidenced by achieving an impressive 
accuracy rate of 98.87%, an area under the curve (AUC) of 98.88%, sensitivity of 
98.98%, precision of 98.79%, an F1 score of 97.99%, and a computational time of 
1.2134 seconds.

3	 METHODOLOGY

Our study methodology consists of several steps aimed at contributing to the  
development of BC diagnostic support systems. The first step involves preprocessing. 
Input scans are normalized, their sizes are adjusted according to each model’s 
input, and they undergo various transformation phases (rotation, flipping, 
zooming, etc.) to augment them. The dataset is subsequently divided into three 
distinct subsets, enabling the training, testing, and validation of each classification 
model with the objective of identifying the most efficient and effective model. The 
classification process is conducted through the fine-tuning of pretrained DCNN to 
suit the current classification task: determining whether the patient is diagnosed 
with a normal or abnormal anomaly. The methodology approach is illustrated 
in Figure 1.
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Fig. 1. Our methodology

4	 EXPERIMENT

To compare the behaviors of VGG16, VGG19, ResNet50, InceptionV3,  
DenseNet121, MobileNetV2, InceptionResNetV2, and Xception, we carried out an 
experiment that was centered on evaluating both the effectiveness and efficiency 
of these networks. In particular, the study inquiries guiding the experiment are: 
Which of the models demonstrates greater efficiency? Which model provides greater 
accuracy? Which model is the fastest in its prediction?

4.1	 Experiment environment

The experiment is conducted using Keras, which is one of the most important and 
famous libraries approved for building, developing, applying, and evaluating DL 
network models in a fast way. The idea behind the development of the Keras library, 
which is a high-level interface that uses Tensorflow and Tiano in the background 
and is characterized by its flexible and understandable application programming, 
is to facilitate experiments through rapid prototyping and to provide application 
models that are very easy to use and apply with minimal effort; the ability to go 
from idea to result with minimal delay is the key to good research. We carry out our 
experiment using Google Collaboratory, which is an environment that allows us to 
easily use a GPU accelerator to speed up the process of the operations carried out.

4.2	 Breast imaging dataset

We used the Mini-MIAS dataset provided by the Mammographic Image Analysis 
Society to detect breast abnormalities earlier. It is a consortium of British research 
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collectives focused on the study of mammograms, having established a repository 
of digital mammograms. The Pilot European Image Processing Archive at Essex 
University provides access to mammographic scans. This dataset consists of 322 mam-
mographic scans, among which 113 exhibit abnormalities that could potentially be 
benign or malignant, while 209 are classified as “Normal,” indicating the absence of 
any abnormalities.

4.3	 Preprocessing

The preprocessing initially begins with dataset partitioning, as detailed in the 
methodology section. Preparation of data input for all CNN architectures entails a 
mandatory step of normalization and then resizing images: preprocessing (224, 224, 
3)-pixel-sized input images for VGG16, VGG19, ResNet50, DenseNet121, MobileNetV2, 
and InceptionResNetV2, and preprocessing (299, 299, 3)-pixel-sized input images for 
InceptionV3 and Xception. Adjustment of the original pretrained model is necessary 
to align with our specific requirements; the final fully connected output layer should 
facilitate binary classification (two classes) rather than the default 1000 classes.

4.4	 Data augmentation

In general, enhanced performance in DL models is often observed with an increase 
in the volume of available data, thereby providing a richer source of information for 
extraction and facilitating heightened learning capabilities. Nevertheless, instances 
may arise where access to extensive datasets is limited. In such scenarios, a viable 
solution involves the application of image transformations, which encompass oper-
ations such as rotation, flipping, and brightness adjustments, among others, aimed 
at expanding the image inventory derived from the initial dataset. This is similar to 
our case, where we are using a small dataset. To optimize performance outcomes, the 
ImageDataGenerator API within Keras was employed to conduct image augmentation. 
This technique serves the purpose of artificially expanding the pool of training images 
sourced from the dataset by executing a range of diverse transformation methodologies.

4.5	 Transfer learning

Owing to the constraints posed by scarce data and the essential requirement 
of significant computational resources, the employment of TL emerges as a viable 
approach for effectively training a DCNN. This method enables the enhancement 
of model efficiency by leveraging the existing architecture of a pretrained model, 
enabling the model to acquire knowledge pertaining to novel tasks through the 
utilization of parameters acquired during prior training on the ImageNet dataset, 
as opposed to commencing training with randomly initialized parameters.

4.6	 Fine-tuning

It involves the process of modifying a pre-existing model by adjusting its para 
meters during the training phase on a novel dataset in order to enhance its versatility 
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and effectiveness on this specific dataset. This methodology is implemented on pre-
trained models to enhance their suitability for the classification mission related to 
BC. The final layers of the pretrained networks are initially set up to handle a clas-
sification task involving 1,000 different categories. Subsequently, we eliminate the 
ultimate layer and substitute it with a novel classifier. The primary function of this 
classifier is to categorize input images by utilizing the activations received from the 
feature extraction step of each convolutional neural network (CNN).

We first start by loading the pretrained model on the ImageNet dataset. The 
uppermost layer of this model, typically designated for ImageNet classification, 
is excluded. Then, each layer of the model is set as non-trainable, freezing the 
weights of the base model to prevent them from being updated during training. 
After that, a new model architecture is created by stacking the pre-trained model 
with a dense layer utilizing ReLU activation, alongside a dropout layer for the pur-
pose of regularization. Ultimately, a dense output layer is incorporated into the 
model, featuring softmax activation, enabling binary classification (two classes). 
In general, the pretrained architecture serves as a base and is adapted to the spe-
cific task of binary classification of BC by adjusting the weights of the added layers 
during training.

5	 EXPERIMENTAL RESULTS

In this particular section, the outcomes of the image examination conducted on 
our Mini-MIAS dataset are presented. In order to employ our classifiers and assess 
their performance, we partitioned our initial dataset into training, testing, and vali-
dation subsets. The test subset comprises a total of 32 scans.

We apply some DL models for the classification of BC while using TL and data 
augmentation techniques that evolve the performance of the models used and pre-
vent overfitting. During the process of learning, various employed hyperparameters 
are adjusted. Table 1 gathers them.

Table 1. The fixed values of the hyperparameters

Hyperparameter Value

Optimizer Adam

Learning rate 5 * 10-5

Batch size 32

Epochs 10

We assess the models implemented based on the criteria utilized to assess the 
efficacy and efficiency of the classification models. Accuracy, precision, recall, and 
sensitivity are widely utilized for classifying BC [28].

5.1	 Effectiveness

In this particular section, we assess the performance of all utilized architec-
tures based on various metrics such as model prediction speed, correctly classified 
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instances, misclassified instances, and accuracy. The findings are summarized in 
Table 2 and illustrated in Figure 2.

Additionally, simulation errors are considered to provide a comprehensive assess-
ment of the classifiers’ performance. This study also evaluates the effectiveness of 
our classifiers regarding:

•	 The Kappa Statistic (KS)
•	 The Root Mean Squared Error (RMSE)
•	 The Mean Absolute Error (MAE)
•	 The Root Relative Squared Error (RRSE)
•	 The Relative Absolute Error (RAE)

KS, RMSE, and MAE are expressed in numerical form, while RRSE and RAE are 
represented as percentages. These findings can be observed in Table 3 and Figure 3.

The choice of these criteria to assess the model’s effectiveness relies on their 
ability to provide a comprehensive evaluation of its performance from various 
perspectives. The prediction speed is crucial as it measures how quickly the 
model can generate predictions, which is often a determining factor in real-time 
or large-scale applications. The correctly classified and misclassified instances 
provide a direct indication of the model’s ability to make accurate predictions. 
Special attention is given to accuracy, as it represents the total proportion of 
instances correctly classified by the model, thus offering a holistic measure of its 
performance.

The Kappa statistic (KS) [18] is a measure of the model’s classification reliability, 
taking into account both correct and incorrect predictions adjusted for what could 
be predicted by chance alone.

Error metrics such as root mean squared error (RMSE), mean absolute error 
(MAE), root relative squared error (RRSE), and relative absolute error (RAE) evaluate 
the precision of the model’s predictions by measuring the difference between pre-
dicted and actual values. These metrics [18] provide insights into the model’s ability 
to accurately and reliably estimate outcomes, which is crucial in many application 
domains, such as prediction and forecasting.

By combining these criteria, the assessment of the model’s effectiveness 
becomes comprehensive, thereby providing an in-depth understanding of its per-
formance across different aspects, from reliability to its ability to generate accurate 
predictions.

Table 2. Performance of the classifiers

Evaluation Criteria
Classifiers

Xception VGG19 VGG16 ResNet50 MobileNetV2 InceptionResNetV2 InceptionV3 DenseNet121

Speed of 
prediction (s) 0.65 0.53 0.59 0.79 0.68 2.24 0.93 1.28

Correctly 
classified instances 31 31 31 22 31 29 29 23

Incorrectly 
classified instances 1 1 1 10 1 3 3 9

Accuracy (%) 97 97 97 69 97 91 91 72
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a)

Fig. 2. Comparative graph of different classifiers (a) and (b)

5.2	 Efficiency

We evaluate the efficiency of the adopted networks regarding precision, recall, 
TP rate (TPR, also called sensitivity), TN rate (TNR, also called specificity), FP rate 
(FPR), and FN rate (FNR) for all classifiers once the model used for prediction is 
built. Precision [28] [18] assesses the proportion of true positive predictions among 
all positive predictions made by the model, providing an indication of its ability 
to avoid false positives. Recall [28] and [18], on the other hand, measure the pro-
portion of true positive predictions among all actual positive instances, highlighting 
the model’s ability to avoid false negatives. TPR and TNR [18] specifically evaluate 
the sensitivity and specificity of the model, respectively, by quantifying its ability 
to correctly identify positive and negative instances. Similarly, FPR and FNR met-
rics [18] are crucial for understanding the model’s classification errors, measuring 
the proportion of negative instances incorrectly classified as positive and positive 
instances incorrectly classified as negative, respectively. These metrics collectively 
provide a comprehensive assessment of the model’s performance in terms of its 
ability to accurately classify instances into their respective classes. By consider-
ing these metrics, the evaluation of the model’s efficiency becomes thorough, cap-
turing its performance from multiple perspectives and enabling a more nuanced 
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understanding of its classification capabilities. Tables 4 and 5 encapsulate all the 
outcomes. Additionally, Table 6 showcases the confusion matrices, which serve as 
a valuable tool for assessing the classifier’s performance. Rows correspond to rates 
pertaining to a specific class, and columns illustrate predictions. Figure 4 depicts 
the ROC curve of our classifiers to enhance comprehension of efficiency, specifically 
highlighting the precision of each classifier. The graphical representation provided 
by the ROC curve effectively showcases the performance of various classifiers. This 
plot enables the straightforward identification of optimal models and the elimina-
tion of less effective ones for improved classification.

Table 3. Simulation error

Evaluation Criteria
Classifiers

Xception VGG19 VGG16 ResNet50 MobileNetV2 InceptionResNetV2 InceptionV3 DenseNet121

KS 0.93 0.93 0.93 0.12 0.93 0.78 0.78 0.3

MAE 0.03 0.03 0.03 0.31 0.03 0.09 0.09 0.28

RMSE 0.18 0.18 0.18 0.56 0.18 0.3 0.3 0.53

RAE (%) 6.92 6.92 6.92 69.26 6.92 20.78 20.78 62.33

RRQE (%) 37.22 37.22 37.22 117.69 37.22 64.46 64.46 111.65

Fig. 3. Comparative diagram of the classifiers based on evaluation metrics: KS, MAE, RMSE, RAE, RRQE
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Table 4. Rates of TP, TN, FP, FN for Xception, VGG19, VGG16, ResNet50, MobileNetV2,  
InceptionResNetV2, InceptionV3, DenseNet121

Classifiers Precision Recall F1score Class AUC

Xception 1 0.91 0.95 Abnormal
0.95

0.95 1 0.98 Normal

VGG19 1 0.91 0.95 Abnormal
0.95

0.95 1 0.98 Normal

VGG16 1 0.91 0.95 Abnormal
0.95

0.95 1 0.98 Normal

ResNet50 1 0.09 0.17 Abnormal
0.54

0.68 1 0.81 Normal

MobileNetV2 1 0.91 0.95 Abnormal
0.95

0.95 1 0.98 Normal

InceptionResNetV2 0.9 0.82 0.86 Abnormal
0.88

0.91 0.95 0.93 Normal

InceptionV3 0.9 0.82 0.86 Abnormal
0.88

0.91 0.95 0.93 Normal

DenseNet121 0.67 0.36 0.47 Abnormal
0.63

0.73 0.9 0.81 Normal

Table 5. Comparison of accuracy measures for Xception, VGG19, VGG16, ResNet50,  
MobileNetV2, InceptionResNetV2, InceptionV3, DenseNet121

Performance  
Metrics

Classifiers
TP TN FP FN

Xception 1 0.95 0.04 0

VGG19 1 0.95 0.04 0

VGG16 1 0.95 0.04 0

ResNet50 1 0.68 0.32 0

MobileNetV2 1 0.95 0.04 0

InceptionResNetV2 0.9 0.91 0.09 0.1

InceptionV3 0.9 0.91 0.09 0.1

DenseNet121 0.66 0.73 0.27 0.22

Table 6. Confusion matrices

Classifier
 Actual Class

Abnormal Normal Predicted Class

Xception 10 1 Abnormal
0 21 Normal

VGG19 10 1 Abnormal
0 21 Normal

(Continued)
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Classifier
 Actual Class

Abnormal Normal Predicted Class

VGG16 10 1 Abnormal
0 21 Normal

ResNet50 1 10 Abnormal
0 21 Normal

MobileNetV2 10 1 Abnormal
0 21 Normal

InceptionResNetV2 9 2 Abnormal
1 20 Normal

InceptionV3 9 2 Abnormal
1 20 Normal

DenseNet121 4 7 Abnormal
2 19 Normal

a)

b)

Fig. 4. Roc Curve (a) and (b)

Table 6. Confusion matrices (Continued)
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Table 7. Comparison with other approaches using MIAS dataset for breast cancer classification

Approach Accuracy % Precision % Recall % F1-score % Specificity % AUC % Speed of 
Prediction (s)

GoogleNet [26] 88.24 – – – – 94.65 –

LSTM-RNN, CNN, random forest 
and boosting techniques [29]

95 – 97 98 97 94–97 –

InceptionResNetV2 + Random Forest [2] 88 88.6 88 – 87 84 0.0155

VGG19 + Random Forest [1] 91 90.7 90 91 88 0.02 s

DenseNet121 + SVM [2] 94 93.7 100 91 91 0.00107 s

NasNetLarge, Fine-Tuning [18] 94 100 82 90 100 91 –

CNN model from scratch [30] 95.3 – – – 92.3 97.4 –

Proposed Approach. The metrics values 
belong to the top Classifier (VGG19)

97 96.6 100 96.5 95 95 0.53 s

6	 DISCUSSION

In essence, it’s crucial to have models capable of swift and precise predictions. When 
developing such systems, we aim to fine-tune various neural network parameters 
—such as the number of layers, neurons, learning rates, and regularization factors—
to minimize both prediction errors and processing time.

It’s evident that VGG19 requires approximately 0.53 seconds for prediction on the 
test dataset, contrasting with InceptionResNetV2, which takes 2.24 seconds. On the 
other hand, the accuracy obtained by VGG16, VGG19, Xception, and MobileNetV2 
(97%) is better than the accuracy obtained by InceptionV3 and InceptionResNetV2 
(91% for both), which is better than that obtained by ResNet50 and DenseNet121 
(69% and 72%, respectively). It can also be easily seen that VGG16, VGG19, Xception, 
and MobileNetV2, among all classifiers, demonstrate superior performance in 
correctly classifying instances and minimizing misclassifications (see Figure 2).

Table 3 highlights that VGG16, VGG19, Xception, and MobileNetV2 demonstrate 
the highest probability of achieving optimal categorization (93%) while maintaining 
the lowest margin of error (0.03). We can also notice that VGG16, VGG19, Xception, 
and MobileNetV2 exhibit the optimal balance between the reliability and validity of 
the collected data.

ResNet50 and DenseNet121 exhibit the highest error rates, as illustrated in 
Figure  3, contributing significantly to misclassifications across each architecture (out 
of 32 images, ResNet50 had 10 instances incorrectly classified, while DenseNet121 
had 9 misclassified instances) (see Figure 2).

We can consistently ascertain the efficacy of a model through evaluation. In 
order to achieve this, it is imperative for the (TPR) and (TNR) to exhibit high values, 
while the (FPR) and (FNR) should be minimized as much as feasible. TPR denotes 
the sensitivity, representing the capacity to accurately detect individuals with the 
anomaly, whereas TNR signifies the specificity, denoting the ability to accurately 
detect individuals without the anomaly. Table 4 illustrates that VGG16, VGG19, 
Xception, and MobileNetV2 have reached peak levels of TPR and TNR, respectively, 
at 100% and 95%, while exhibiting minimal levels of FPR and FNR, respectively, at 
0.04 and 0. In contrast, DenseNet121 has recorded the minimal values of TP and TN 
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rates, respectively, at 66% and 73%, while demonstrating the most important values 
of FP and FN rates at 0.27 and 0.22, respectively. From these results, we can under-
stand why VGG16, VGG19, Xception, and MobileNetV2 have outperformed other 
classifiers.

The Area Under the Curve (AUC) is a metric that gauges a classifier’s efficacy 
in discriminating between classes. A greater AUC signifies superior performance in 
distinguishing between positive and negative classes. From Table 5, we can see that 
VGG16, VGG19, Xception, and MobileNetV2 have the highest value of AUC (0,95), 
unlike ResNet50, which has the lowest value (0,64).

The ROC curve serves as a valuable tool for enhancing the comprehension of 
the efficacy of a given ML algorithm. It is evident from the analysis presented in 
Figure  4 that MobileNetV2, VGG16, VGG19, and Xception exhibit exemplary classifi-
cation performance, characterized by a trajectory starting from the left corner’s bot-
tom, progressing vertically towards left corner’s top, and then advancing to the right 
corner’s top (with 100% sensitivity and 95% specificity). Subsequently, the perfor-
mance of other algorithms such as InceptionResNetV2, InceptionV3, DenseNet121, 
and ResNet50 is observed. Given that MobileNetV2, VGG16, VGG19, and Xception 
all have an AUC of 0.95, their ROC curves overlap. Similarly, InceptionResNetV2 and 
InceptionV3 have an AUC of 0.89. To better visualize these results, we represented the 
ROC curves in 3D. In general, two models with the same AUC will have overlapping 
ROC (receiver operating characteristic) curves, indicating comparable performance 
regarding sensitivity and specificity for different classification threshold values.

Table 6 presents the confusion matrix, from which a comparison is made between 
the actual class and the predicted results acquired. VGG16, VGG19, Xception, and 
MobileNetV2 demonstrate accurate prediction results for 31 out of 32 instances. These 
instances consist of 10 abnormal cases correctly identified as abnormal, and 20 nor-
mal cases accurately classified as normal. However, there is one instance where the 
prediction was inaccurate; specifically, one normal case was erroneously predicted as 
abnormal, while no abnormal cases were misclassified as normal. This elucidates the 
rationale behind the superior performance in accuracy of VGG16, VGG19, Xception, 
and MobileNetV2 compared to other classifiers, attributed to their lower error rates.

To sum up, VGG16, VGG19, Xception, and MobileNetV2 demonstrated their 
effectiveness and efficiency through accuracy, sensitivity, specificity, and precision. 
Referring back to the prediction speed as indicated in Table 2, we can reevaluate the 
models based on the fastest rate of issuing predictions. We can thus see that VGG19 
outperforms all other classifiers.

Table 7 presents a comparison with other approaches using the MIAS dataset 
for BC classification. The proposed approach demonstrates several advantages 
and improvements over existing methods, particularly with VGG19 being the top- 
performing classifier. It achieves an accuracy of 97%, surpassing GoogleNet 
(88.24%) [26], InceptionResNetV2 + Random Forest (88%) [2], and the fine-tuned 
NasNetLarge (94%) [18], and is comparable to LSTM-RNN, CNN, random forest, 
and boosting techniques (95%) [29] and the CNN model from scratch (95.3%) [30]. 
With a precision of 96.6%, it outperforms many methods, including VGG19 + 
Random Forest (90.7%) [1] and DenseNet121 + SVM [2] (93.7%), though the fine-
tuned NasNetLarge [18] (100%) is higher. The proposed approach achieves a perfect 
recall of 100%, matching DenseNet121 + SVM [2] and surpassing others such as the 
fine-tuned NasNetLarge [18] (82%). Its F1-score of 96.5% indicates a balanced and 
effective model, higher than VGG19 + Random Forest [1] (91%) and the fine-tuned 
NasNetLarge [18] (90%). With a specificity of 95%, it ensures fewer false positives, 
outperforming many models and being on par with the CNN model from scratch 
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[30] (97.4%). The AUC of 95% reflects excellent classification performance, surpass-
ing InceptionResNetV2 + Random Forest [2] (84%) and comparable to the fine-tuned 
NasNetLarge [18] (91%). Although the prediction speed of 0.53 seconds is slower 
than some methods, it remains practical for real-world applications. Overall, the pro-
posed approach excels in accuracy, precision, recall, F1-score, specificity, and AUC, 
making it a superior and reliable solution for BC classification.

This work comprehensively evaluates eight pretrained CNN architectures, com-
paring their performance in mammography classification. Using models pretrained 
on the ImageNet dataset, the study shows how TL enhances performance with 
limited labeled data, crucial in medical imaging. The models are assessed for accu-
racy, sensitivity, specificity, prediction speed, and additional metrics such as Kappa, 
RMSE, MAE, RRSE, and RAE, providing a holistic performance view. The findings 
offer insights that will guide future BC detection applications and study. However, 
although the study uses a small yet diverse mammography dataset, the relatively 
limited size of this dataset might constrain the generalizability of the results. The 
sophistication of the TL techniques and the DCNN architectures used may require 
substantial computational resources and expertise, which could be a barrier for some 
practitioners. Additionally, while the study provides a detailed comparison of pre-
trained models, it does not explore custom or hybrid architectures that might offer 
additional benefits. These slight limitations are nonetheless offset by the improved 
performance achieved and the perspectives offered for future study.

7	 CONCLUSION

To examine biomedical images for anomaly detection and classification, various 
tools and models in DL and ML are available. However, the persistent challenge 
remains to build a resilient model that is both robust, consistent, and precise. This 
work represents a comparative analysis of the classification performance of eight 
pretrained DCNN on the Mini-Mias dataset, which concerns female breast imaging, 
in terms of effectiveness and efficiency. Experience shows that the VGG16, VGG19, 
MobileNetV2, and Xception models outperform all other models with 97% accuracy. 
And based on the speed of prediction, we find that VGG19 (0.53 s) outperforms all 
models, followed by VGG16, Xception, and MobileNetV2.
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