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PAPER

Non-Invasive Detection of Iron Deficiency Anemia in 
Young Adults Through Finger-Tip Video Image Analysis

ABSTRACT
In this study, we propose the use of a convolutional neural network (CNN) (2+1) D-based 
model for the non-invasive detection of iron deficiency anemia using smartphones, address-
ing the need for accessible and efficient diagnostic methods. We have collected fingertip 
images from 909 young people, creating a robust dataset to train and validate the model 
through machine learning (ML), providing us with both spatial and temporal information. 
Our approach stands out for its simplicity and potential to be implemented in diverse con-
texts, which facilitates early and accurate diagnosis of anemia. The results show remarkable 
performance indices in the validation set: an accuracy of 0.9840, a precision of 0.9830, a sen-
sitivity (recall) of 0.9840, an F1-Score of 0.9835, and an AUC ROC of 0.9878, demonstrating the 
model’s high ability to effectively classify anemic states. These findings validate the efficacy 
of the model to significantly improve the detection of iron deficiency anemia, promoting the 
use of mobile technologies and machine learning for more accessible and efficient diagnosis 
globally. This breakthrough marks a significant step towards improving access and efficiency 
in health diagnostics through smartphone technology and machine learning, opening new 
avenues for the effective management of anemia and other health conditions.

KEYWORDS
artificial intelligence, convolutional neural network (CNN), iron deficiency anemia detection, 
non-invasive technique, supervised learning

1	 INTRODUCTION

According to Stevens et al. [1], it is estimated that a quarter of the world’s popu-
lation is anemic, mostly due to iron deficiency. Camaschella and Girelli [2] mention 
that iron deficiency anemia is the final stage of a prolonged period of negative iron 
balance in the body. The World Health Organization [3] defines anemia as a disor-
der in which the number of red blood cells (and, consequently, the oxygen-carrying 
capacity of the blood) is insufficient to meet the body’s needs.
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The United Nations [4] approved the 2030 Agenda for Sustainable Development, 
structured in 17 goals focused on improving the quality of life of the entire world 
population. Specifically, goals two and three seek to ensure healthy lives, promote 
well-being, ensure food security, promote efficient technological initiatives that 
completely eradicate diseases such as anemia, and address numerous and varied 
persistent and emerging health issues.

In Peru, the National Center for Strategic Planning [5] aims to achieve the goal of 
covering food needs and adequate nutrition by 2050 in order to minimize the rate of 
chronic malnutrition and anemia in the population. In this context, the San Martin 
Regional Government [6] has been developing strategies to guarantee a healthy popula-
tion and is implementing the Regional Development Plan, which emphasizes actions to 
improve health coverage levels in order to improve the quality of life of the population.

However, monitoring these goals is a complex task since the communication 
channels are slow and the logistic resources assigned to the entities in charge are 
limited [7]. Considering that the San Martin region is a marginal urban and rural 
area where the highest percentages of people with this morbidity problem are con-
centrated [8]. The complexity of the problem is increased by the evidence collected 
in the field, which shows how most health centers, clinics, laboratories, and hospi-
tals in the region rely exclusively on invasive devices for the measurement of blood 
hemoglobin. This invariably requires at least one puncture. On the other hand, there 
is a notable absence in the adoption of noninvasive devices, which eliminate the 
need for puncture. This situation is mainly attributed to the high costs associated 
with their acquisition and the demands of specialized technical care.

The field review allowed us to confirm that invasive methods provoke fear and 
rejection in the majority of young university students. According to studies by Cardoso-
Sánchez et al. [9] and Brimson et al. [10], these groups experience significant changes 
in their eating habits, adopting inadequate and not very varied diets. This contributes 
to a prevalence of mild anemia of 68.71% and moderate anemia of 30.03%, according 
to Ysihuaylas Blas [11]. Such conditions can lead to symptoms such as inattention, 
drowsiness, and weakness, negatively affecting academic performance [12].

Ensuring that university students maintain a healthy diet to prevent anemia 
presents difficulties. Among other factors, many are unaware of their hemoglobin 
levels due to the need to go to specialized centers for the collection and analysis of 
blood samples to determine if they are anemic. In addition, the time required for 
sample processing, delivery of results, and especially the high costs associated with 
laboratory testing further complicate this process [13].

Therefore, considering that 89.4% of Peruvian university students own smart-
phones [14] and that these devices have operating systems with advanced features and 
functionalities [15] [16], their use as tools to detect and prevent possible diseases has the 
potential to improve access to and quality of health services [17] [18] [19]. In this regard, 
Dominguez Miranda and Rodriguez Aguilar [20]; Sembay and Jeronimo de Macedo [21]; 
Sotillos-González et al. [22]; Abdul-Jabbar et al. [23] emphasize the concern about the 
guarantees that should accompany these technologies, and in particular mobile health 
applications, whether in terms of security, privacy, reliability, impact, and effectiveness.

Based on the rationale, we propose the development of a non-invasive screen-
ing model for iron deficiency anemia using smartphones and machine learning to 
be used on an outpatient basis and have a high level of confidence in its results. 
This could allow the implementation of strategies in the university population to 
reduce the prevalence of this condition. In this context, we rely on Brimson et al. [10] 
who state that if young college students have the knowledge and understanding of 
their underlying health problems or diseases, they themselves can prevent serious 
health conditions and improve their college academic performance.
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2	 RELATED JOBS

In the last decade, the area of biomedical data analysis has seen a significant 
amount of research that has paved the way for current studies. Therefore, this segment 
addresses the noninvasive methods that have previously been used to detect anemia.

Magdalena et al. [24] developed a non-invasive method for anemia detection by 
imaging the palpebral conjunctiva using a convolutional neural network (CNN). The 
CNN, designed with five hidden layers and filters of various sizes (3×3 to 11×11), 
aims to identify specific features to distinguish between normal and anemic con-
ditions. With a sample of 2000 images, divided into 1440 for training, 160 for val-
idation, and 400 for testing, the model achieved an accuracy of 94% and averages 
of precision, recall, and F1 score of 0.935, 0.94, and 0.935, respectively. The results 
suggest that CNN can effectively classify anemic conditions with minimal errors, 
offering a potential system for implementation in Android mobile applications.

Appiahene et al. [25] introduced a non-invasive method to detect anemia through 
digital palpable palm images collected from 710 participants. Using a machine 
learning (ML) approach in R Studio, the images were processed and analyzed using 
ensemble techniques, including stacking, voting, boosting, and bagging. The evalua-
tion of hybrid models was conducted using a number of metrics, including accuracy, 
sensitivity, specificity, F1 score, precision, and area under the curve (AUC). Among 
the algorithms employed, the stacking model, which combined Naive Bayes (NB) as 
base learners with Random Forest (RF), Decision Tree (DT), support vector machine 
(SVM), artificial neural networks (ANN), and NB as stacking learners, excelled by 
achieving an accuracy of 99.73%.

In another study, Appiahene et al. [26] proposed a non-invasive method to detect 
iron deficiency anemia using palm images and compared ML algorithms: CNN, 
k-NN, NB, SVM, and DT. With an initial sample of 527 images, enlarged to 2635 by 
augmentation techniques such as rotation, flipping, and translation, the augmented 
data set was randomly divided into proportions of 70% for training, 10% for vali-
dation, and 20% for testing. The results showed that NB achieved the highest accu-
racy with 99.96%, while SVM had the lowest accuracy with 96.34%. The efficacy 
of these models was evaluated with metrics such as recall, precision, F1 score, and 
AUC, using a 10-fold cross-validation of 10% of the total data set.

Williams Asare et al. [27] detected iron deficiency anemia using a ML approach, 
applying NB, CNN, SVM, k-NN, and DT algorithms to images of eye conjunctiva, palpable 
palmar, and nail color to determine which offers higher accuracy in detecting anemia in 
children. Through three stages: data collection, preprocessing, and model development, 
the aforementioned algorithms were evaluated using metrics of accuracy, sensitivity, 
specificity, and F1 score. The CNN showed the highest accuracy (99.12%), standing out 
over the other models, while the SVM recorded the lowest accuracy (95.4%).

Mahmud et al. [28] focused on anemia detection by noninvasive analysis of labial 
mucosa images, using ML algorithms such as ANN, DT, KNN, LR, NB, and SVM to clas-
sify data from 138 patients, with features extracted based on RGB red color values, 
HSV saturation values, age, sex, and hemoglobin levels. They evaluated the efficacy 
of ML models using metrics such as accuracy, sensitivity, specificity, and F-score, 
finding that NB achieved the highest accuracy with 96%, followed by DT, KNN, and 
ANN with 93%, while LR and SVM presented accuracy of 79% and 75%, respectively.

Das et al. [29] proposed a system for non-invasive detection of anemia by analyzing 
nail pallor using a low-cost device coupled with a smartphone. The method involves 
inducing color changes in the nail bed by applying and releasing pressure with a cus-
tomized device, followed by analysis of a video captured by a smartphone camera 
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to measure the rate of color change. This information correlates with clinical blood 
hemoglobin values to quantify the hemoglobin level. With 220 subjects evaluated, the 
proposed model outperforms existing solutions, offering a mean RMSE and MSE of 
0.63 and 0.61, respectively, with a standard deviation of 0.46 g/dL and 0.73 g/dL. This 
intelligent anemia care system predicts hemoglobin level with high sensitivity (0.96), 
specificity (0.68), and accuracy (89%), at a significantly lower cost than existing devices.

Kesarwani et al. [30] focused on the development of a non-invasive system, com-
bining advanced computational techniques with the traditional practice of estimat-
ing blood hemoglobin levels by observing palpitation in the palm of the hand. Using 
a custom device to induce changes in palm color by applying and releasing pressure 
and capturing video of these changes with a smartphone camera, the system mea-
sures the rate of color changes and performs time domain analysis to correlate with 
blood hemoglobin concentration.

For video processing and analysis, deep learning models based on a tree-structured 
three-dimensional convolutional neural network (3D CNN) and the visual transformer 
(ViT) model are employed, achieving a sensitivity, specificity, accuracy, and RMSE of 
96.87%, 90.90%, 94.44%, and 0.495, respectively, in a sample of 531 individuals.

In another recent study, Kesarwani et al. [31] proposed a non-invasive anemia 
detection method that combines time-domain analysis with the use of pre-trained 
deep learning models and vision transformers for feature extraction and classifica-
tion or regression of hemoglobin levels based on color changes induced in the palm. 
This approach leverages the power of pre-trained models for feature extraction and 
the flexibility of transform encoders and MLP networks for efficient and effective 
representation learning. Two fusion approaches are proposed: decision-level and 
feature-level, achieving RMSE and accuracy of 0.483 and 96.296%.

Most previous approaches in anemia detection have relied on image analysis of 
conjunctiva and fingernails and have applied ML techniques to develop both inva-
sive and non-invasive methods. However, there remains a need to refine the per-
formance of these methodologies by integrating new datasets and adopting more 
efficient and simplified procedures. In addition, there is a notable paucity of studies 
focused on young populations, who also present significant susceptibility to anemia, 
although few investigations have directed their efforts towards this demographic 
group. In this context, our study proposes to expand the horizon using a (2+1) D CNN 
model, positioning itself as one of the first studies to apply this advanced ML tech-
nique for anemia detection in young people, aiming to fill this study gap and offer 
innovative and effective solutions for this vulnerable group.

3	 PROPOSED METHOD

In this section, we describe the steps and processes employed in our study, orga-
nizing the proposed methodology into four main phases: (1) sample collection, 
(2) preprocessing, (3) processing, and (4) model validation.

For sample collection, we gathered our dataset at the University Medical Center 
of the National University of San Martin in Peru. We trained health professionals to 
use the Rad-67 device for non-invasive sample collection, which allowed us to effi-
ciently measure hemoglobin (Hb) levels. Simultaneously, another team was involved 
in recording medical videos using a smartphone, which were then sent to a database 
for easy access and preliminary processing.

During the preprocessing stage, we extracted frames from the videos and per-
formed cleaning and formatting procedures to obtain a structured dataset. Then, in 
the processing stage, we implemented a (2+1) D CNN using a ResNet18 architecture, 
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which incorporates residual blocks to simplify training and improve the generaliza-
tion capability of the model.

This system took advantage of both visual features of the videos and symptom-
atic data from participants to increase predictive accuracy.

Finally, in the validation phase, we conducted a continuous evaluation of the 
model by recording accuracy and loss metrics on the training and validation sets. 
We use the ModelCheckpoint technique to preserve the optimal state of the model 
during training. To confirm the robustness of the model, we apply additional metrics 
after training, thus ensuring a complete performance evaluation.

Figure 1 presents the methodology, outlining the workflow and detailing the 
interconnections between the different stages of the research process: data collec-
tion, preprocessing, processing, and validation. This block diagram is instrumental 
in understanding the sequence and technical approach applied in the study.

Fig. 1. Conceptual framework of the proposed methodology

3.1	 Sample collection

Participants. We developed a specific protocol to collect patient information, 
focusing on demographic variables such as age, which for this study was limited to a 
range of 18 to 25 years, and sex of the participants. In addition, we included a list of 
symptoms associated with iron deficiency anemia that participants had experienced 
during the past month, including fatigue, weakness, palpitations, dyspnea (short-
ness of breath), dizziness or lightheadedness, angina (chest pain), cold extremities, 
and cephalalgia (headache).

Additionally, we recorded anthropometric data, including weight, height, body 
mass index (BMI), and abdominal circumference. In parallel, we performed objec-
tive measurements using the Rad-67 device that quantified key physiological 
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parameters, including heart rate, oxygen saturation (SpO2), and Hb levels. Based on 
the Hb values obtained, we classified the anemia status of the participants using the 
values standardized by the World Health Organization [32]: in females, Hb ≥ 12 g/dL 
indicates no anemia (normal), 11.9–11 g/dL mild anemia, 10.9–8 g/dL moderate ane-
mia, and <8 g/dL severe anemia; in males, Hb ≥ 13 g/dL represents no anemia (nor-
mal), 12.9–11 g/dL mild anemia, 10.9–8 g/dL moderate anemia, and <8 g/dL severe 
anemia. This protocol allowed us to add pertinent clinical annotations to the pro-
file of each participant according to the established ranges. We were able to collect 
909 profiles, 540 females and 369 males; Table 1 shows their distribution.

Table 1. Participant profile values

Gender
Hemoglobin Level Anemia  

Prevalence (%)Normal Mild Moderate Severe

Female 287 179 74 0 46.85

Male 335 33 1 0 9.21

Image collection. We recorded 30-second video sequences, focusing on the left 
index finger of each participant (see Figure 2A), to collect the images. We kept this pro-
tocol constant throughout the study to ensure data homogeneity. We used the Samsung 
Galaxy A73 5G main camera, which has a resolution of 108 MP, f/1.8 aperture, 1/1.52″ 
sensor size, and 0.7 µm pixels, to capture the images. The camera includes optical image 
stabilization (OIS) technology and phase detection autofocus (PDAF). However, to opti-
mize image quality, we manually set the parameters: ISO 250, shutter speed of 1/60, 
focus at 0.0, and white balance at 4400K. We instructed the participants to keep their 
finger still and not to exert pressure on the lens during the recording to ensure the accu-
racy of the measurements. In addition, we performed the sampling inside a polycarbon-
ate box specially conditioned to nullify any possible interference from ambient light. 
We controlled the camera operation through external software (Figure 2B), allowing 
us a remote and standardized control of the smartphone during the sampling process.

Fig. 2. Sample collection method

3.2	 Preprocessing

We started this phase with the frame segmentation protocol, from which we cre-
ated the dataset using the quantitative information obtained from the participants. 
We tabulated this information together with their biometric data, especially the 
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hemoglobin value, which we used as a reference during training and validation of 
the model. We then subjected the dataset to a formatting, cleaning, and imputation 
process to correct errors or missing values derived from the previous tabulation, 
preparing it for statistical analysis and machine learning. With these data prepared, 
we generated a dataset that we divided into designated sets for training, validation, 
and model testing in proportions of 70%, 20%, and 10%, respectively.

Frame segmentation protocol. After collecting videos from the participants, we 
established a frame segmentation protocol to increase the amount of data available 
to train the (2+1) D convolutional model. We also maintained a moderate frames per 
second (FPS) rate to avoid overloading the model during training.

Fig. 3. Frame segmentation protocol scheme

We started the protocol with a 30-second video sample at a rate of 60 FPS 
(see Figure 3A). We divided this sample into three segments of 10 seconds each, 
maintaining the same initial FPS rate (see Figure 3B). Each video segment was then 
processed to dissect it into frames (see Figure 3C), assigning these frames to a specific 
group according to their sequence by numbering every fourth frame. This resulted 
in 10-second video files at a refresh rate of 15 FPS (see Figure 3D). This prepro-
cessing method succeeded in generating 12 10-second video files at 15 FPS for each 
original sample.

After preprocessing, we obtained the following numbers of resulting images for 
each class: 7464 for the “Normal” class, 2544 for “Mild anemia,” and 900 for “Moderate 
anemia.” Given the imbalance in the number of samples per class, it was necessary 
to limit the number of samples in the most abundant classes, “Normal” and “Mild 
anemia.”. Thus, their numbers were randomly adjusted to 2000, 2100, and 900 for 
the “Normal,” “Mild anemia,” and “Moderate anemia” classes, respectively. Figure 4 
shows the selection of random frames from the available videos within the dataset, 
representing different levels of intensity in the red channel values of the images.

Fig. 4. (Continued)
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Fig. 4. Preview of the frames obtained after preprocessing

Then, the normalized values of this channel were extracted for each frame of the 
samples. Normalization allowed us to compare the data between different videos 
and ensure that they were on a uniform scale (from 0 to 1). We then calculated the 
mean pixel value in the red channel for each frame sequence. This mean value pro-
vided a representative measure of the brightness in that specific channel. Finally, 
graphs were generated to allow visualization of the variation of the values in the red 
channel pixels over time, as shown in Figure 5. Each row of the graph corresponds 
to a specific category (moderate, mild, or normal); the X axis shows the number of 
frames, while the Y axis shows the mean of the normalized values of the pixels of the 
red channel. These graphs made it possible to identify patterns, trends, and possible 
correlations with cardiac pulsations.

Fig. 5. Variation of the mean pixel value in the red channel as the frame sequence progresses
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3.3	 Processing

The implementation of our predictive model focused on the use of a CNN for 
the extraction of essential features from the frames. The main challenge resided 
in the handling of a dataset composed of both video files and still images, which 
led to the need to extract relevant information from the temporal dimension of 
these files. To overcome this obstacle, we adopted an innovative approach by using 
a (2+1) D convolutional layered model as proposed by Tran et al. [33]. This model is 
distinguished by combining the advantages of traditional convolutional layers with 
an improved ability to handle temporality, thus offering greater effectiveness and 
efficiency compared to traditional 3D convolutional solutions.

The processing of our proposed methodology begins with the extraction of the 
data extracted by the convolutional model (see Figure 6A), subsequently concate-
nated with the biometric information and the symptoms declared by the partici-
pant to generate a complete profile (see Figure 6B). We used this profile to train 
the neural network (see Figure 6C) using the baseline hemoglobin value taken with 
the Rad-67 device, with the aim of predicting the hemoglobin level.

Fig. 6. Complete architecture of the proposed model

https://online-journals.org/index.php/i-joe


	 62	 International Journal of Online and Biomedical Engineering (iJOE)	 iJOE | Vol. 20 No. 14 (2024)

Valles-Coral et al.

For model training, we opted for the Adam algorithm [34] as an optimizer with 
a learning rate of 0.001 across 200 epochs and a training batch size of 32 units. 
As evaluation metric, we chose accuracy; this added to the ModelCheckpoint call-
back function that allowed us to store an improved version of the model based on 
the selected metric (accuracy) during the training process.

Figure 7 shows the training evolution of the proposed model, both in terms 
of accuracy and loss. We observe that the model responded in a great way with 
the training set, allowing uniform and constant learning throughout the epochs. 
However, this pattern was not replicated with the validation set, which only 
managed to stabilize around epoch 130 and then exhibited erratic behavior in 
subsequent epochs. Such behavior suggested that the number of epochs set for 
training may have been excessive, which highlighted the importance of implement-
ing the ModelCheckpoint callback function during this phase to optimize the training 
process and avoid overfitting.

Fig. 7. Training evolution of the proposed model

3.4	 Validation

With the help of the validation set we obtained at the end of the preprocessing; 
we subjected the model to a set of performance metrics in order to evaluate its abil-
ity to correctly classify a dataset with which it had not had any previous approach. 
In addition, this allowed us to evaluate the generalization capability of the proposed 
model, which was crucial to rule out any possibility of overfitting.

Evaluation metrics. Model evaluation plays a key role in quantifying the perfor-
mance of a classifier or model in general. Its goal is to ensure that the relationships 
learned from the training dataset are applicable and effective on a validation or test 
dataset [35]. Based on the study by Appiahene et al. [25], we selected the following 
performance metrics:

Accuracy: measures the number of correct predictions made by the model as 
a percentage of the total predictions. Although it provides a quick overview of the 
effectiveness of the model, its reliability decreases in scenarios where there is a 
significant imbalance between classes.

	 Accuracy
TP TN

TP TN FP FN
�

�
� � �

	 (1)

Precision: calculates the percentage of positive predictions that are correct, i.e., 
the number of true positives divided by the sum of true positives and false positives. 
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It is especially valuable in contexts where the costs of false positives are high and it 
is important to ensure high reliability in identifying positive cases.

	 Precision
TP

TP FP
�

�
	 (2)

Recall: indicates the percentage of all true positive cases that the model manages 
to correctly identify. It is crucial in situations where it is vital to capture as many 
positive cases as possible, thus minimizing the incidence of false negatives. It is 
especially important in contexts were failing to detect a positive case has significant 
consequences.

	 Recall
TP

TP FN
�

�
	 (3)

F1-Score: metric that harmonizes precision and recall into a single indicator, 
providing a measure of the effectiveness of the model in classifying with a trade-off 
between avoiding false positives and detecting all positive cases. It is particularly 
useful in scenarios with class imbalance, where a trade-off between precision and 
recall is needed to obtain a comprehensive assessment of performance.

	 F Score
P R

P R
1

2
� �

�
( )* 	 (4)

Area Under the Curve (AUC): It represents the ability of the model to dis-
tinguish between the two classes and is calculated from the Receiver Operating 
Characteristic (ROC) curve. A higher AUC indicates a better discrimination capacity 
of the model.

	 AUC
TPR TNR

�
�
2

	 (5)

4	 RESULTS AND DISCUSSION

As part of the results, we highlight the usefulness of the confusion matrix to 
visually corroborate the performance of our model in the classification task, both 
with the validation set (see Figure 8A) and with the test set (see Figure 8B). This tool 
allowed us to intuitively assess the model’s ability to correctly classify among the 
proposed classes.

Regarding the validation set, the results were: for Class 0, we achieved 180 cor-
rect predictions versus three incorrect ones; for Class 1, we achieved 415 correct 
predictions and seven incorrect ones; and for Class 2, the model predicted correctly 
390 times, with only six failures. On the other hand, when evaluating the test set, we 
observed that for Class 0, there were 106 correct predictions and only one incorrect 
one; for Class 1, there were 206 correct predictions against four errors; and, finally, 
for Class 2, there were 178 correct predictions and five errors. These results, repre-
sented graphically in the confusion matrices, not only highlight the high sensitivity 
and specificity achieved by the proposed model but also demonstrate its accuracy in 
the classification task, confirming its efficacy in discriminating between the different 
classes evaluated.
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Fig. 8. Confusion matrix of the proposed model

The performance metrics presented for the validation set (refer to Table 2) and 
the test set (refer to Table 3) illustrate remarkable efficiency in classifying anemia 
across the algorithms employed, highlighting a remarkable consistency between the 
two sets. The accuracy and sensitivity (recall) above 98% in both sets indicate a high 
reliability of the model to correctly identify anemia cases, as well as its ability to min-
imize false negatives, which is critical in the medical context to ensure that anemic 
individuals are accurately identified.

The accuracy, which remains above 98% in validation and testing, suggests that the 
ratio of true positive identifications to all positive identifications (true and false) is also 
exceptionally high, implying that there are very few false positives; that is, non-anemic 
cases that the model misclassifies as anemic. The F1-Score, which harmonizes preci-
sion and recall, holds near 98% in both sets, reinforcing the idea of a balance between 
both metrics and providing a comprehensive view of the overall accuracy of the model. 
Furthermore, the AUC ROC, which measures the model’s ability to distinguish between 
classes (anemic and non-anemic) under different thresholds, exceeds 98.5% in the test 
set, evidencing an excellent discriminative ability of the model. This is indicative of a 
highly effective model that can differentiate with high accuracy between anemic and 
non-anemic conditions, minimizing the likelihood of misclassification errors.

These results demonstrate not only the high accuracy of the model in detecting 
anemia but also its reliability, which is essential for its application in clinical settings 
where early and accurate detection can have a significant impact on the treatment 
and management of anemia.

Table 2. Validation set performance indices

Evaluation Metrics Values

Accuracy 0.9840

Precision 0.9830

Recall (Sensitivity) 0.9840

F1-Score 0.9835

AUC ROC 0.9878
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Table 3. Test set performance Indices

Evaluation Metrics Values

Accuracy 0.98

Precision 0.9804

Recall (Sensitivity) 0.9814

F1-Score 0.9809

AUC ROC 0.9854

In this study, we have set a milestone in the noninvasive detection of iron defi-
ciency anemia by developing a ML model based on fingertip images captured with 
smartphones. This CNN (2+1) D model, which processes both spatial and temporal 
information, represents a significant evolution in the diagnosis of anemia, offering 
an accessible and noninvasive methodology that extends previous research find-
ings. By achieving outstanding accuracy, sensitivity, and specificity, our approach 
contrasts and surpasses previous studies, such as those of Magdalena et al. [24], who 
achieved 94% accuracy with CNN in palpebral conjunctiva analysis, and Appiahene 
et al. [25], who achieved 99.73% accuracy through assembly techniques. Unlike 
these, our method benefits from the simplicity and wide availability of smartphones, 
facilitating more widespread adoption.

Comparing directly with other research, we found that Appiahene et al. [26] 
achieved an accuracy of 99.96% using NB on palm images, while Williams Asare 
et al. [27] and Mahmud et al. [28] applied several ML algorithms, achieving maxi-
mum accuracy of 99.12% and 96%, respectively, in different diagnostic areas. These 
studies highlight the versatility and efficacy of ML techniques in the noninvasive 
diagnosis of anemia. However, our approach, by using the fingertip and a CNN 
(2+1) D model, not only simplifies data collection and analysis but also improves 
diagnostic accuracy without the need to induce physical changes or use additional 
equipment, as in the study by Das et al. [29], which presented a system for analyzing 
nail pallor with an accuracy of 89% and a sensitivity of 0.96.

This innovative approach is complemented by the advanced computational tech-
niques observed in the studies of Kesarwani et al. [30] [31], which demonstrated 
the potential to improve anemia detection through color changes in the palm of the 
hand, reaching impressive sensitivities and accuracies. Our study not only aligns 
with these findings by leveraging advanced ML capabilities and smartphone tech-
nology, but also proposes a highly accessible and easy-to-implement model, offering 
a practical and efficient solution for the diagnosis of iron deficiency anemia.

The incorporation of both spatial and temporal analysis using our CNN (2+1) D 
model opens up new possibilities for the accurate detection of anemia, highlighting 
the importance of continuing to advance this intersection between technology and 
medicine to make diagnosis more accessible and efficient worldwide.

The importance of early detection of anemia for effective treatment and preven-
tion of complications is underscored by our method, which offers a practical alterna-
tive to more invasive and costly traditional approaches. The choice of the fingertip as 
the diagnostic site highlights its accessibility and eliminates the need for specialized 
equipment, representing a significant advance in noninvasive disease detection and 
democratizing access to advanced medical diagnostic tools.

Despite significant advances, we acknowledge existing challenges in anemia 
detection using ML and smartphone technology, such as variability in image qual-
ity due to different device models and lighting conditions. Therefore, our study 
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also emphasizes the need to expand the diversity of datasets in ML model training, 
encompassing a wider variety of demographic groups and anemia severity levels, to 
increase the accuracy and applicability of these methods.

As we look to the future, it is crucial to continue to explore this intersection 
between technology and medicine, with the goal of making the diagnosis of health 
conditions such as anemia more accessible and efficient worldwide. Future research 
could focus on the adaptability of this model across different demographics and con-
ditions, as well as its integration into digital health systems to facilitate comprehen-
sive tracking and management of anemic patients on a global scale.

5	 LIMITATIONS OF THE STUDY

Due to the non-invasive nature of this study and the implementation of the 
non-invasive Rad-67 device to obtain the reference value for training the model, 
working on the basis of the margin of error declared by the device manufacturer 
(±1 to ±2 g/dL in hemoglobin ranges between 8 and 17 g/dL) is a limitation.

During the collection of samples from the participants, we obtained a varied set 
of hemoglobin value results; however, no subject in the sample presented hemoglo-
bin values corresponding to the classification: severe anemia. Therefore, we had to 
work on the remaining three classifications: normal, and moderate anemia.

Another important aspect to consider is the limited age range of the participants, 
which was between 18 and 25 years. This narrow age range could introduce bias 
into the model, limiting the generalizability of the findings to other demographic 
populations. The youth of the participants may reflect certain physiological, life-
style, or health characteristics that are not necessarily found in older or younger age 
groups, which could affect the applicability of the model in a broader context.

Extending the age range in future studies could improve the robustness and gen-
eralization of the model, allowing its application in different demographic groups 
with different characteristics and health conditions.

6	 CONCLUSIONS

The study presented marks a significant advance in the noninvasive detection 
of iron deficiency anemia through the use of smartphones and ML, using fingertip 
images of young people. This study demonstrates that it is possible to achieve high 
accuracy, sensitivity, and specificity in the classification of anemic states through a 
CNN (2+1) D model, overcoming the challenges presented by traditional invasive 
diagnostic methods. Comparing our model with previous research, we highlight its 
simplicity, accessibility, and the ability to be implemented in diverse contexts, offer-
ing a valuable tool for the early and accurate detection of anemia.

This innovative approach not only aligns with previous research findings that 
applied ML techniques to improve anemia detection but also highlights the advan-
tages of using mobile technologies and advanced ML algorithms to develop accessi-
ble and efficient solutions. The inclusion of both spatial and temporal analysis using 
our CNN (2+1) D model opens up new possibilities for accurate anemia detection, 
emphasizing the importance of technology and medicine in making diagnostics 
more accessible and efficient worldwide.
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