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PAPER

An Efficient Breast Cancer Detection Using Machine 
Learning Classification Models

ABSTRACT
Breast cancer is still a dangerous and common disease that affects women all over the world, 
which highlights how crucial early identification is to better patient outcomes. In recent years, 
utilizing machine learning (ML) algorithms has improved accuracy and efficiency dramati-
cally in a variety of applications, showing promising outcomes. This article provides a novel 
machine-learning approach to increase the accuracy of breast cancer detection. To improve 
diagnostic efficiency and accuracy, our suggested methodology combines sophisticated fea-
ture selection strategies, reliable classification algorithms, and enhanced model training 
methodologies. We investigated several ML classifiers, and after thorough hyperparameter 
tuning, the models were. Random forest and gradient boosting have achieved the highest 
performance with an accuracy of 97.90% and an ROC score of 0.99. This research highlights 
the effectiveness of ML, particularly the random forest algorithm, in breast cancer diagnosis 
and prognosis. Future work may explore deep learning techniques for determining the dis-
order’s severity.
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1	 INTRODUCTION

A worldwide epidemic, cancer affects a wide range of populations. Because 
breast cancer affects many women, research on diagnosis and prognosis needs to be 
concentrated. Machine learning (ML) for early prediction is promising. It is second 
in female mortality after lung cancer and is frequently associated with advanced 
age. It is caused by abnormal proliferation of breast cells [1]. Breast cancer, a mul-
tifaceted ailment, ranks as the most prevalent cancer among women globally [2]. 
Roughly 30% of female cancer cases stem from it, with 1.5 million women diagnosed 
annually, causing 500,000 deaths worldwide [3]. Despite its rising incidence over 
three decades, mortality has declined, attributed 20% to mammography screening 
and 60% to enhanced cancer therapies [4].
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When it comes to identifying minor abnormalities related to breast cancer, diag-
nostic mammography is essential. However, its effectiveness wanes when assessing 
suspected regions among the multitude of photos, especially when dealing with dense 
breast tissue, where approximately 50% of tumors escape detection. The necessity of 
early detection is shown by the fact that 25% of women with breast cancer obtain 
a negative diagnosis within two years of screening [5]. However, the traditional 
method of imposing set screening intervals on all women turns out to be ineffectual 
on a personal level, which could jeopardize screening initiatives. Including addi-
tional risk variables in addition to mammography may improve accuracy, assist 
with customized diagnoses, and identify individuals who are at high risk [6].

Machine learning, which is becoming more and more common in various applica-
tions [7–13], including the medical field, has the potential to predict breast cancer by 
utilizing a variety of data sources, such as genetic, mammographic, and demographic 
information. Authors in [30] and [31] have proposed ML mechanisms for lung can-
cer. Developing ML models that enhance the detection of minor abnormalities and 
improve early diagnosis accuracy, especially in cases where traditional methods may 
fail. However, difficulties remain in developing thorough models that include all perti-
nent risk factors; existing models frequently result in over-screening and psychological 
stress for patients [14]. By Incorporating additional risk variables beyond mammog-
raphy to personalize breast cancer risk assessments. This includes leveraging genetic, 
mammographic, and demographic data to tailor screening strategies based on indi-
vidual risk profiles. Multi-factorial models that incorporate laboratory, mammogra-
phy, and demographic data are necessary for effective risk prediction of breast cancer 
and offer increased assessment precision. With a wide range of parameters taken into 
account throughout the modeling process, this study aims to predict breast cancer risk 
using a variety of ML techniques [15]. Optimize ML algorithms to predict breast can-
cer risk effectively. Focus on parameter selection and model tuning to achieve reliable 
predictions that can be translated into clinical practice. The present investigation aims 
to address these challenges by leveraging ML techniques to advance the accuracy of 
breast cancer diagnosis and prognosis. By focusing on enhancing early detection, per-
sonalizing risk assessment, and optimizing model complexity, the study seeks to con-
tribute to improved outcomes and personalized care in breast cancer management.

Clinical, lifestyle, and socioeconomic factors all play a role in the incidence of 
breast cancer in women. The potential for ML to reveal hidden data signals to fore-
cast this illness is promising. These developments aim to promote healthcare tech-
nology and research, lessen their worldwide impact, and enhance patient outcomes. 
This study integrates laboratory, mammography, and demographic data to predict 
breast cancer using a variety of ML techniques. Major contributions in the paper are:

•	 Using pre-trained models, this research uses ML approaches to extract features 
and create a strong predictive framework.

•	 It is a rigorous performance analysis that uses careful assessment metrics to con-
firm the effectiveness of the suggested model.

•	 The results of this study have the potential to completely transform patient care 
by providing medical professionals with data-driven insights to help them make 
decisions about the diagnosis and treatment of breast cancer.

•	 The suggested model performs well when compared to relevant past efforts.

The remainder of the study is organized as Section 2 provides an overview of the 
study on breast cancer detection found in the literature. The proposed work is pre-
sented in Section 3. The implementation, along with the outcomes and conversations 
that followed, are presented in Section 4. Section 5 contains the paper’s conclusion.
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2	 LITERATURE REVIEW

The prediction of breast cancer has been transformed by ML algorithms; yet, 
choosing the best classifier remains a challenge. Many studies using different algo-
rithms on medical datasets have shown encouraging results. Using a variety of ML 
approaches, researchers have worked ceaselessly to create and evaluate breast 
cancer detection systems [16]. The author used several classifiers and carried out 
a comparison study in a recent paper. Notably, support vector machine (SVM) pro-
duced a maximum accuracy of 97% when used without quick co-relation-based 
streamlines [17]. Maximum perimeter and texture classification were also included 
in the logistic regression, which was used for categorization with an impressive 95% 
accuracy [18]. Additionally, research has concentrated on identifying and describ-
ing cell structures, contrasting various categorization and clustering techniques, 
and establishing a connection between histopathological evaluation and fine nee-
dle aspiration cytology [19]. Furthermore, studies in other fields, such as the clas-
sification of thunderstorms and diabetes, have developed methods. Furthermore, 
cutting-edge algorithms such as adaptive resonance theory have been created 
expressly for the study of breast cancer, demonstrating the ongoing progress in this 
vital area [20].

In breast cancer detection, the use of morphological and textural features for 
feature extraction has been common. Significant improvements in patient outcomes 
throughout therapy have been observed with deep convolutional neural networks 
(CNNs), demonstrating their amazing potential in early-stage diagnosis. As writers 
in [21] investigated, the method of forecasting non-communicable diseases (NCDs) 
included using several algorithms. They used 10-fold cross-validation to assess dif-
ferent categorization algorithms on eight different NCD datasets, and the area under 
the curve was used as a precision parameter. Algorithms such as K-nearest neighbor 
(KNN), SVM, and neural networks (NN) showed resilience in the face of irrelevant 
features and noisy data in the datasets, with preprocessing strategies proposed to 
improve accuracy and reduce unnecessary attributes.

Approaches to natural inspiration computing (NIC) have shown promise as diag-
nostic instruments for human health issues. The authors of [22] presented diagnostic 
algorithms that were derived from insects and demonstrated effectiveness in the 
diagnosis of conditions such as diabetes and cancer, as well as tumors of the breast, 
lung, prostate, and ovary. Directed artificial bee colonies (ABC) combined with NN 
allowed for more accurate diagnosis of leukemia and diabetes in addition to breast 
cancer. NNs were emphasized in [23] for their promise in the categorization of can-
cer, especially in its early stages, even if image preprocessing requires a significant 
amount of processing power. Future research aims to reduce computing hurdles 
in medical imaging by utilizing artificial intelligence (AI) and convolutional neu-
ral networks.

A ML approach created in [24] greatly improves breast cancer diagnosis and sur-
vival prediction. In clinical settings, their technology demonstrated good accuracy 
and dependability, indicating its potential usefulness in supporting medical person-
nel. In a similar vein, [25] introduced a hybrid strategy that combined ensemble 
learning with deep feature extraction, improving detection rates and decreasing 
false positives. The author in [26] emphasized the significance of feature selection 
and data preprocessing while highlighting the efficacy of several approaches in the 
early identification and prevention of breast cancer. An adaptive voting ensemble 
approach was presented in [27] that enhanced classification performance by utiliz-
ing the advantages of several models, resulting in increased accuracy and robustness.

https://online-journals.org/index.php/i-joe
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The authors [24] pointed out that the intricacy of their model and the require-
ment for big, varied datasets to guarantee generalizability could lead to overfitting. 
The computational complexity of the [25] hybrid technique was highlighted as a 
potential barrier to its scalability and real-time implementation in 2023. Although 
their methods showed promise, [26] noted that further validation in various clinical 
contexts and populations was necessary. In order to strike a compromise between 
computational cost and performance, [27] noted that their adaptive voting ensemble 
algorithm needs to be further optimized. To ensure practical application, they also 
stressed the significance of integrating their technique with clinical workflows.

3	 PROPOSED WORK

The proposed method, depicted in Figure 1, describes a system that consists of 
concepts implemented through efficient feature selection that helps in comprehend-
ing, educating, or estimating the risk of breast cancer. The proposed model consists 
of six basic steps: (i) Data collection, which involves gathering data from multiple 
sources with varying parameters. (ii) Pre-processing the data. Eliminate the dataset’s 
outliers as well. (iii) Data splitting for validation, testing, and training. (iv) To validate 
the classification findings, the classification model employs ML classifiers. (v) Model 
assessment using metrics for performance evaluation. (vi) The k-fold mechanism is 
used for model validation.

Fig. 1. Proposed system for breast cancer detection

https://online-journals.org/index.php/i-joe
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3.1	 Dataset description

The publicly accessible datasets have been used by us for research and testing [28].  
The 569 × 32 dataset has 32 factors, and each feature is used to classify a person’s 
behavior as either influenced or not. The list of features considered in the dataset is 
presented in Table 1.

Table 1. Features in the dataset with description

Si. No Feature Description

1 id A distinct number assigned to every patient

2 diagnosis The diagnosis outcome, usually indicated by a letter (‘M’ for malignant and ‘B’ for benign)

3 r_mean Average of the distances between the center and the outermost points

4 t_mean Standard deviation of values in grayscale

5 p_mean The core tumor’s average size

6 a_mean average size of the tumor

7 s_mean Average of the regional variance in radius lengths

8 c_mean Average of area/perimeter^2 - 1.0

9 concavity_mean Average degree of the contour’s concave sections

10 cp_mean The average of the contour’s concave sections

11 sym_mean Tumor’s mean symmetry

12 fd_mean The “coastline approximation” mean is -1.

13 r_se Standard deviation of the mean radius

14 t_se The mean texture’s standard error

15 p_se The mean perimeter’s standard error

16 a_se The mean area’s standard error

17 s_se Error standard for the average smoothness

18 c_se The average standard error of the compactness

19 concavity_se Value of the mean concavity standard error

20 cp_se The standard error for the average number of the contour’s concave sections

21 sym_se Value of the mean symmetry standard error

22 fd_se Value of the mean fractal standard error

23 r_worst “Worst” or largest mean value for the radius;

24 t_worst “Worst” or largest mean value for the texture;

25 p_worst “Worst” or largest mean value for the perimeter; 

26 a_worst “Worst” or largest mean value for the area; 

27 s_worst “Worst” or largest mean value for the smoothness;

28 c_worst “Worst” or largest mean value for the compactness; 

29 concavity_worst “Worst” or largest mean value for the concavity; 

30 cp_worst “Worst” or largest mean value for the number of concave portions of the contour; 

31 sym_worst “Worst” or largest mean value for the symmetry; 

32 fd_worst “Worst” or largest mean value for the fractal dimension

https://online-journals.org/index.php/i-joe
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3.2	 Data pre-processing

It’s one technique for converting raw data into a format that can be understood 
and utilized. Sometimes there are a lot of nulls and errors in real-world data, which 
leaves it unfinished and unformatted. Handling missing values, feature selection, 
encoding, and data normalization have been taken into consideration as part of 
pre-processing.

Feature selection: Because feature selection is so important, sequential forward 
selection is employed. This method has been used to exclude a number of low-sig-
nificance features from the dataset. We have selected only 23 features for training 
and validation from the set of features depicted in Table 1, excluding features such 
as ‘id, radius mean, perimeter mean, area-mean, concavity mean, radius se, area se, 
radius worst, texture worst, and radius worst’ because we believe they have mini-
mal impact on classification.

Missing values: This step entails performing an exploratory data analysis in 
order to locate and address the abnormalities. The missing values were addressed 
by means of an iterative imputer. Every feature is molded depending on the other 
features using the iterative imputation method.

Encoding: Encoding in the pre-processing stage is a crucial step in preparing 
data, working with ML models, and other data analysis tasks. It involves transform-
ing data into a format that can be efficiently processed by algorithms. Here are some 
common types of encoding used in pre-processing.

Data normalization: Different types of data fields may be present in the dataset. 
Effective categorization requires that the data values be decoded using the same 
object type. The parameter values are scaled between zero and one so that the 
numeric column values are adjusted without deleting any numbers or altering the 
range of possible values before being placed on a standard scale.

3.3	 Dataset splitting

For testing and training purposes, the complete patient dataset is now split into 
two halves. The data were used in a 75:25 percent ratio for testing and training. 
Thus, 426 of the total dataset instances are designated for training, while 143 are 
designated for testing. The suggested method of validation is k-fold cross-validation, 
where k equals five.

3.4	 Classification model

To screen and identify breast cancer, we have leveraged the capabilities of mul-
tiple well-established ML algorithms. Among these is the random forest classifier, 
which is renowned for its resilience and capacity to work with intricate datasets. 
When many models are merged to increase predictive accuracy in ensemble learn-
ing, the gradient boosting classifier, XG Boost classifier, and AdaBoost classifier 
perform exceptionally well. Both linear and non-linear classification tasks can be 
effectively handled by the SVM, while logistic regression provides simplicity and 
interpretability.

We have also made use of the extra trees classifier because of its strong overfit-
ting resistance and great computational efficiency. Similarity metrics are used by the 
KNN method to categorize new instances according to how close they are to preex-
isting data points. In the meantime, the decision tree classifier uses a feature-split 
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structure such as a tree to provide easy decision-making. We hope to increase the 
precision and dependability of breast cancer screening and detection by utilizing 
this wide range of ML algorithms, which will ultimately lead to better patient out-
comes and more effective healthcare.

3.5	 Model evaluation metrics

This section explains and provides examples of the evaluation metrics. Evaluating 
the predictive model’s performance is necessary to ascertain how well it achieves a 
goal. Using performance assessment metrics on the test dataset, the classification 
model’s efficacy and performance are assessed. The true positive (TP), false positive 
(FP), true negative (TN), and false negative (FN) are used to define the evaluation 
metrics [29]. 

True positive: This refers to the number of instances in which the test accurately 
detects the existence of breast cancer. Stated differently, the patient does have breast 
cancer, and the test result is positive.

False positives, or FPs, are the number of instances in which a test results in an 
inaccurate diagnosis. The patient does not have breast cancer, despite the positive 
test result. FP results may cause patients who are truly healthy to undergo needless 
stress, additional testing, and potentially hazardous therapies.

The number of cases in which the test accurately determines that breast cancer 
is not present is known as TN. In this case, the patient does not have breast cancer, 
and the test result is negative.

False negative: This refers to the number of instances in which the test misiden-
tifies the absence of breast cancer. The patient has breast cancer even though the 
test results are negative. Because they might cause delays in diagnosis and treatment 
and even impair the patient’s prognosis, FN results are especially harmful.

The evaluation metrics used to determine the model’s performance are accuracy, 
precision, recall, F1 score, and area under curve (AUC-ROC); weighted average met-
rics are used to quantify error.

3.6	 Model validation

The validation procedure employs the K-fold validation technique. The K-fold 
method trains and tests on the complete dataset. This means that 75% of the dataset 
is utilized for training, 25% is used to test the system using the pertinent test case, 
and the actual, complete dataset is used to confirm and verify the results.

4	 EXPERIMENTAL RESULTS

Google Co Labs was utilized for doing the experimentation. The data set is loaded 
using Pandas, and the Python packages are plotted using pilots. The ML processes 
are also implemented using Python. For the experiments to effectively operate and 
validate the suggested model, a Windows 10 PC with specs including a CPU speed of 
2.9 GHz, core i7, RAM of 8 GB, a GPU of 620, and a 5 GB drive was utilized.

A traditional ML methodology consisting of RF, GBDT, XG Boost, LR, SVM, E Trees, 
ABoost, KNN, and DT was used to assess breast cancer. We have experimented with 
the dataset, as stated in Section 3.1, and the outcomes are documented following 
25 iterations. All the algorithms are experimented with based on the hyperparame-
ters as mentioned in Table 2.

https://online-journals.org/index.php/i-joe
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Table 2. Hyperparameters used in the model

Classifier Optimal Parameter Values

Random Forest Classifier max_depth = 10, min_samples_leaf = 2, max_features = 0.5, 
min_samples_split = 3, criterion = ‘entropy’, n_estimators = 130

Gradient Boosting Classifier learning_rate = 0.1, loss = ‘exponential’, n_estimators = 180

XGBoost Classifier learning_rate = 0.01, n_estimators = 180, max_depth = 5 

Logistic Regression Default values

Support Vector Machine C = 15, gamma = 0.01, probability = True

Extra Trees Classifier n_estimators = 5, max_features = 2, criterion = ‘entropy’

AdaBoost Classifier n_estimators = 50

K-Nearest Neighbor Default values

Decision Tree Classifier max_depth = 15, min_samples_split = 5, min_samples_leaf = 4, 
splitter = ‘random’, criterion = ‘entropy’

4.1	 Performance assessment of machine learning models

Throughout our thorough investigation, we have meticulously measured several 
performance indicators, including F1 score, accuracy, precision, and AUROC. When 
taken as a whole, these indicators provide a thorough picture of the ML model’s effec-
tiveness across numerous areas. Nonetheless, one significant discovery is brought to 
light by the results: the model performs noticeably differently across datasets. This 
highlights how important it is to consider dataset characteristics in model evalua-
tion, necessitating rigorous model selection and fine-tuning to get optimal outcomes 
across a range of circumstances. A range of performance metrics are incorporated 
to facilitate a comprehensive comprehension of the efficacy of the classifiers, hence 
promoting a data-driven methodology for model selection and enhancement. 
Table 3 provides an overview of the empirical performance evaluation of classifiers 
built using traditional ML algorithms.

Table 3. Classification reports of the considered algorithms

Class Precision Recall f1-Score

DT 0 0.92 0.96 0.94

1 0.92 0.87 0.89

accuracy 0.92

macro avg 0.92 0.91 0.92

weighted avg 0.92 0.92 0.92

KNN 0 0.95 0.98 0.96

1 0.96 0.91 0.93

accuracy 0.95

macro avg 0.95 0.94 0.95

weighted avg 0.95 0.95 0.95

(Continued)
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Class Precision Recall f1-Score

AB 0 0.99 0.94 0.97

1 0.91 0.98 0.95

accuracy 0.96

macro avg 0.95 0.96 0.96

weighted avg 0.96 0.96 0.96

ET 0 0.95 0.99 0.97

1 0.98 0.91 0.94

accuracy 0.96

macro avg 0.96 0.95 0.95

weighted avg 0.96 0.96 0.96

SVM 0 0.96 0.98 0.97

1 0.96 0.92 0.94

accuracy 0.96

macro avg 0.96 0.95 0.95

weighted avg 0.96 0.96 0.96

LR 0 0.96 0.98 0.97

1 0.96 0.92 0.94

accuracy 0.96

macro avg 0.96 0.95 0.95

weighted avg 0.96 0.96 0.96

XGB 0 0.99 0.97 0.98

1 0.95 0.98 0.96

accuracy 0.97

macro avg 0.97 0.97 0.97

weighted avg 0.97 0.97 0.97

GB 0 0.99 0.98 0.98

1 0.96 0.98 0.97

accuracy 0.98

macro avg 0.98 0.98 0.98

weighted avg 0.98 0.98 0.98

RF 0 0.98 0.99 0.98

1 0.98 0.96 0.97

accuracy 0.98

macro avg 0.98 0.98 0.98

weighted avg 0.98 0.98 0.98

It is clear that both random forest and gradient boosting classifiers performed 
better in terms of accuracy during the testing phase than other ML algorithms 
based on the recorded training and testing accuracies after 25 iterations. The fol-
lowing Table 4 provides a summary of the findings. These results imply that, when 

Table 3. Classification reports of the considered algorithms (Continued)
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compared to other methods, random forest and gradient boosting classifiers per-
form better in accurately predicting the course of breast cancer. This demonstrates 
how effective boosting strategies and ensemble-based approaches are at raising the 
precision of ML models used to identify breast cancer.

An extensive analysis of the confusion matrices for every model in the dataset 
provides crucial information on the particular characteristics and challenges con-
nected with each model. It’s interesting to note that Table 4 indicates that there may 
be an unequal distribution of classes. Classifiers may find it challenging to accurately 
forecast minority classes as a result of this imbalance, which could lead to biased 
results. Additionally, the confusion matrix demonstrates how well the accuracy pre-
dictions for the dataset align. In this instance, the balanced distribution shows that 
the model effectively controls class proportions, which contribute to the adolescent 
dataset’s reliable prediction-making. These findings emphasize how important it is 
to consider both overall accuracy and the distribution of predictions across classes, 
particularly in datasets where class imbalances already exist.

Table 4. Accuracy and confusion matrix comparison of classifiers

Model Training Accuracy Testing Accuracy Confusion Matrix

Random Forest Classifier 99.30 97.90 89 1

2 51

�

�
�

�

�
�

Gradient Boosting Classifier 100.00 97.90 88 2

1 52

�

�
�

�

�
�

XGBoost Classifier 99.30 97.20 87 3

1 52

�

�
�

�

�
�

Logistic Regression 99.06 95.80 88 2

4 49

�

�
�

�

�
�

Support Vector Machine 98.83 95.80 88 2

4 49

�

�
�

�

�
�

Extra Trees Classifier 100.00 95.80 89 1

5 48

�

�
�

�

�
�

AdaBoost Classifier 100.00 95.80 85 5

1 52

�

�
�

�

�
�

K-Nearest Neighbor 96.71 95.10 88 2

5 48

�

�
�

�

�
�

Decision Tree Classifier 96.71 92.31 86 4

7 46

�

�
�

�

�
�

Machine learning model performance can be visually represented with the use 
of a comprehensive metric called Receiver Operating Characteristics curves. The 
accompanying Figure 2 displays the ROC curves, which provide the performance 
of several classifiers. The successful classifiers have Area Under the Curve values 
of 0.98 for gradient boosting and 0.99 for random forest regression. It achieves 
complete discernment among negative and positive examples, which is the ideal 
categorization condition as indicated by this flawless AUC score. The XG Boost and 
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Ada Boost classifiers, with their respectable AUC values of 0.97 and 0.96, respectively, 
are not far behind. While these classifiers are not as good as their counterparts, 
their almost perfect score suggests that they are still rather good at consistently iden-
tifying data. The ROC analysis, which emphasizes the classifiers’ capacity to identify 
subtle patterns in the dataset, supports the classifiers’ strong discriminative abilities. 
In the decision trees, the lowest value of 0.91 was found. Apart from emphasizing 
the previously noted excellent accuracy, this detailed picture provides a nuanced 
view of the little differences in performance across the classifiers, adding to a better 
understanding of their data handling capabilities.

Fig. 2. Representation of ROC values of all classifiers

As can be seen in Figure 3, the amazing random forest and gradient boosting 
classifiers were able to attain higher accuracy, demonstrating the models’ poten-
tial efficacy in recognizing intricate patterns in the data. This exceptional accuracy 
shows that these algorithms have mastered the classification tasks for this specific 
dataset, effectively recognizing the underlying structure of the features. The accom-
panying Figure 3 shows how well these classifiers can predict outcomes and graph-
ically proves their high performance. Conversely, they appear to perform somewhat 
less accurately than their counterparts, but still attain impressive accuracy levels of 
92% to 96%. More investigation into the specifics of the dataset is encouraged by this 
slight difference in algorithm performance, which could lead to better results.

Fig. 3. Comparison of mean accuracy and ROC of all classifiers
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4.2	 Performance assessment of ensemble classifiers

The proposed methodology combines multiple ML models through an ensemble 
approach, resulting in a more accurate output overall than with a single model. The 
ensemble approach used in this case is soft voting, which averages the estimated 
probability from six different models to get a final forecast. Soft voting often outper-
forms hard voting and is leverages the distinct strengths of each model to increase 
forecast accuracy.

The performance of ensemble classifiers on the two datasets under consideration 
is shown in Table 5. With an equally impressive precision of 0.98 and an excep-
tionally low rate, the ensemble classifier achieved an impressive accuracy of 0.99. 
The model demonstrates its ability to identify TP with a recall of 1.00. The F1 score, 
which accounts for accuracy and recall, was 0.99. The outstanding capacity to differ-
entiate across classes was indicated by the AUC, which attained a perfect 1.00. The 
ROC-AUC overall is displayed in Figure 4.

Table 5. Performance of ensemble classifiers

Metric Achieved Percentage

Accuracy 0.99

Precision 0.98

Recall 1.00

F1 Score 0.99

AUC 1.00

Fig. 4. ROC-AUC curve at of ensemble model

4.3	 Discussions and comparison

This work aims to prove that RF and GBDT models outperform other ML methods 
such as XG Boost, LR, SVM, E Trees, ABoost, KNN, and DT in detecting breast cancer. 
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It is specifically predicted that RF and GBDT models will show improved AUC-ROC 
values, increased TP rates, and higher accuracy. An accuracy rate of 97.90%, the 
highest TP count of 89, and an AUC-ROC value of 0.99 suggest that RF and GBDT per-
form noticeably better in this situation. By decreasing the amount of and FN, these 
metrics demonstrate how well the models can distinguish between cases of benign 
and malignant breast cancer. The underlying advantages of the RF and GBDT algo-
rithms form the basis of the theory. RF uses an ensemble of decision trees with the 
bagging idea to lessen overfitting and enhance generalization. GBDT, on the other 
hand, produces solid predictive performance by optimizing models sequentially 
through the minimization of a loss function. It is thought that these traits have a part 
in the higher performance measures that the study found.

As part of the study project, the datasets were collected and examined in order 
to increase the precision of breast cancer detection. As seen in Table 6, the accuracy 
of the proposed model is compared with other works [24–27]. Most importantly, the 
model was effective in identifying breast cancer in patients, and the outcomes sug-
gest that the developed model may have additional applications.

Table 6. Comparison of performance results

[24] [25] [26] [27] Proposed Work

Random Forest Classifier 93 94.5 96.49 96.12 97.90

Gradient Boosting Classifier 95 94 – – 97.90

XGBoost Classifier – 94.5 – 95.60 97.20

Logistic Regression – – 92.98 – 95.80

Support Vector Machine 87 – 89.41 – 95.80

Extra Trees Classifier – 94.5 – 94.20 95.80

AdaBoost Classifier – 90.5 – – 95.80

K-Nearest Neighbor – – 92.10 – 95.10

Decision Tree Classifier – – 93.85 90.36 92.31

5	 CONCLUSION

The main goal of this study is to employ ML classification algorithms to build a 
system that will help doctors forecast patient survival and the diagnosis of breast 
cancer tumors. We trained using nine different algorithms and leveraged the pub-
licly available breast cancer dataset for our training. To maximize performance, 
each algorithm underwent a thorough hyperparameter tuning procedure. The mod-
els were evaluated based on key performance indicators, and the random forest 
algorithm achieved an accuracy rate of 97.90% and came out with the highest ROC 
score of 0.99. On the other hand, decision trees produced 92.31% accuracy and an 
ROC of 0.91. This thorough investigation highlights the effectiveness of ML meth-
ods in improving the diagnosis and prognosis of breast cancer, with random for-
est demonstrating the best prediction performance in this regard. Furthermore, the 
work will be extended for an image-based dataset using deep learning techniques 
for determining the disorder’s severity.
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