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PAPER

Predictive Analysis of Vector-Borne Diseases through 
Tabular Classification of Epidemiological Data

ABSTRACT
Vector-borne diseases (VBDs) are major threats to human health. They are estimated to cause 
more than 700,000 deaths each year. This presents serious health problems for CBD. In recent 
years, the incidence of VBDs has increased globally, affecting one billion people approximately 
and accounting for 17% of all infectious diseases. Globally, disease rates have risen at an 
alarming rate, with more than 3.9 billion people at risk of infection. Therefore, it is essential 
to find approaches to detect these diseases; this is where machine learning (ML) models 
come into play. The purpose of this study was to predict VBDs using tabular epidemiological 
data. For this purpose, a set of ML models was used, such as support vector classifier (SVC), 
extreme gradient boosting (XGBoost), LightGBM, CatBoost, random forest (RF), and balanced 
random forest (BRF). A dataset consisting of 65 features and 1262 records was used during 
the training stage. The results highlighted the successful integration of the different models, 
such as SVC, XGBoost, LightGBM, CatBoost, BRF, and RF, with weights of 0.49959 ± 0.27112, 
0.58496 ± 0.22619, 0.48482 ± 0.29971, 0.54992 ± 0.27982, 0.24924 ± 0.22654, and 0.45592 ± 
0.25849. In addition, the BRF model stood out for having the lowest log loss, evaluated through 
the ensemble log-loss metric, with an average of 0.24924 and a standard deviation of 0.22654.
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1	 INTRODUCTION

Vector-borne diseases (VBDs), such as malaria, dengue fever, and West Nile virus 
(WNV), pose significant threats to human health [1]. These diseases are spread to 
the population by infected insects or direct human-to-human transmission [2]. It is 
estimated that they cause more than 700,000 deaths a year globally [3]. According to 
the World Health Organization (WHO), 250,000 deaths a year due to malnutrition, 
heat stress, and VBDs are projected to occur in the coming years [4]. This highlights 
the significant health problems that VBDs represent [5]. In recent years, the incidence 
of VBDs has increased worldwide [6], affecting approximately one billion people 
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and accounting for 17% of all infectious diseases [7]. These diseases are particularly 
high in tropical and subtropical regions, disproportionately affecting poor commu-
nities without access to drinking water [8]. Globally, rates have shown worrying 
growth, putting more than 3.9 billion people at risk of infection [9]. These diseases 
present significant challenges to human health [10]. Dengue, malaria, and chiku-
ngunya are examples of extremely harmful VBDs, resulting in millions of deaths 
annually [11]. According to the WHO, 93% of the population in India is at risk of con-
tracting malaria [12]. Tick-borne diseases are expanding geographically and in inci-
dence, especially in temperate regions of Europe, where ticks are zoonotic vectors 
of public health importance [13]. In the United States, more than 30,000 new cases 
of Lyme disease are reported annually, although this number is estimated to rep-
resent only 10% of total cases due to underreporting and underdiagnosis [14]. The 
increase in VBDs threatening humans is evident [15]. Most VBDs are not vaccine- 
preventable and can only be controlled with integrated interventions, including 
vector control [16]. Managing these diseases would contribute to improving the 
health and well-being of human beings [17].

Over the past few decades, the rapid development of artificial intelligence (AI) 
technologies, such as machine learning (ML) and deep learning (DL), has led to signif-
icant transformation in various industries, with a particular impact on medical diag-
noses [18]. These innovations, applied to intelligent diagnosis, image interpretation, 
and accurate disease classification, have revolutionized the field of medicine [19]. 
AI has been integrated into various medical disciplines to assist professionals in 
the diagnostic process [20]. AI is also expected to bring significant societal bene-
fits, including the potential to eradicate disease [21]. These technological advances 
are also being used to advance the field of medicine [22], processing patient data 
automatically, and improving the accuracy of predictions [23]. In the current era 
of big data, AI is positioned as an important resource that offers new opportuni-
ties to address health problems and optimize patient care [24]. AI is becoming an 
important tool for addressing urgent health problems [25]. AI provides new ways 
to analyze and predict patient data using algorithms that automate information 
processing [26]. This capability represents a remarkable advance in the accuracy 
and efficiency of medical practice.

The study aimed to create a system to predict VBDs using tabular epidemiological 
data. For this purpose, a set of ML models (SVC, XGBoost, LightGBM, CatBoost, RF, 
and BRF) were used. The first two parts of this study are composed of the background 
and a review of related literature. The third part details the methodology employed 
in the study. The model training results are presented in the next section. Finally, the 
last sections address the discussions and conclusions of the study.

2	 RELATED WORK

Study-related follows. For example, the authors of [27] used artificial neural 
networks (ANNs) and support vector machines (SVMs) to predict dengue fever, 
achieving an accuracy of 96.19%. Similarly, in [28], an ML approach was devel-
oped to predict dengue fever employing decision tree (DT) and RF algorithms. 
DT achieved an outstanding accuracy of 79%. In [29], they compared various ML 
models such as logistic regression (LR), SVM, DT, and RF to compare their accuracy in 
predicting dengue prevalence. The SVM model achieved the best performance with 
an accuracy of 76%.
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On the other hand, the authors of [30] developed two malaria classifiers to predict 
the presence of the disease in patients with and without history. They used ML tech-
niques such as neural networks (NN), LR, SVM, and k-nearest neighbors (KNN). The 
LR classifier showed superior performance with an accuracy of 97.14%. In [31], they 
applied various ML techniques (LR, DT, SVM, and RF) for malaria prediction. The LR 
model exhibited the best performance, achieving an accuracy of 83% and an F1 score 
of 90%. In [32], ML models such as XGBoost, KNN, SVM, DT, LR, RF, naïve Bayes (NB), 
AdaBoost, and explainable boosting machines (EBM) were implemented. The RF and 
EBM models outperformed other models with an accuracy of 84%. In [33], various 
ML techniques such as RF, SVM, and ANN were explored for malaria prediction. RF 
obtained the highest accuracy with 92%.

Likewise, in research [34], spatial prediction of cutaneous leishmaniasis was 
performed using three ML algorithms: DT, SVR, and LR. The results were satisfactory, 
with 0.951, 0.934, and 0.914 accuracy values for the DT, SVR, and LR algorithms.

3	 METHODOLOGY

First, a detailed description of the models (SVC, XGBoost, LightGBM, CatBoost, 
BRF, and RF) used to predict VBDs is presented. A comprehensive dataset analysis is 
carried out in the second and final part.

3.1	 Description of ML models

Support vector classification: This classification technique uses two parallel 
hyperplanes to distinguish between two classes of data, maximizing the margin 
between them [35]. This method, derived from the principle of structural risk min-
imization, is based on statistical learning theory and is widely used for pattern 
classification [36]. It is considered an efficient and simple classification method [37]. 
The model can be expressed in equations (1) and (2).

	 min 1/2w2,	 (1)

Which is subject to:

	 yi(wx + b) - 1 ≥ 0, i = 1 … .n,	 (2)

Where b is the bias term, w is the weight vector, x is the vector characteristic, n is 
the number of samples, and yi is the class label of the sample.

Extreme gradient boosting: XGBoost is an ML algorithm that stands out in 
integrating multiple regression trees using the boost method [38]. The XGBoost 
technique involves using boost to learn multiple decision trees iteratively. It starts 
by training one tree to predict the outcome, and then the next tree is trained based 
on the residuals obtained. XGBoost makes an early prediction by assigning a 
value to the tree root. The residuals are calculated using this first predicted value, 
i.e., the difference between the predicted and observed values in the dataset. All 
of these residuals are then mapped to the tree root [39]. Equation (3) expresses the 
mathematical equation of the model.
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In this formula, the variable y represents the anticipated overall projection of the 
model, while f(x) denotes the value estimated by the decision tree at position i.

LightGBM: It is an algorithm designed to be lightweight and efficient, standing out 
for maintaining high accuracy [40]. It is a histogram-based decision tree algorithm 
and is presented as an innovative ML technique centered on joint trees, based on 
the gradient-boosted decision tree approach [41]. The model can be expressed in 
equation (4).

	 y f
i

N

i
�

�
�

1

( ),x 	 (4)

In the given context, fi(x) represents the prediction by the i-th decision tree based 
on the characteristics x, whereas y is the overall prediction of the model, and N 
denotes the total number of trees present in the model.

CatBoost: The core idea of the CatBoost algorithm lies in the ability to generate 
a robust regression model by iteratively combining weak regressors [42]. CatBoost 
is a Gradient Boosting Decision Trees algorithm based on balanced tree construc-
tion and was introduced in 2018 to cope with prominent challenges in machine 
learning models. These challenges include the inability to handle categorical vari-
ables directly and the susceptibility of models to overfitting [43]. CatBoost has several 
unique features, most notably its ability to directly handle categorical characteristics 
without needing one-hot coding or other types of feature preprocessing. Equation (5) 
describes the model.
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Where, ŷ is the model prediction, K is the total number of trees in the set, and fK(x) 
is the prediction of the k-th tree.

Balanced random forest: This technique stands out for its ability to improve the 
accuracy of minority class identification. This variant, derived from RF, follows a strat-
egy where, for each tree, two bootstrapped sets of the same size are created, equiv-
alent to the size of the minority class. One of these sets is intended for the minority 
class, and the other for the majority class, together forming the training set [44].  
The main goal is to maximize predictive power, ensuring that all training data is 
used in the construction of the classification model [45].

Random forest: RF is characterized by being composed of numerous trees [46].  
This algorithm operates by taking several samples from the original data, con-
structing numerous uncorrelated decision trees with different training samples, 
and calculating the mean or classifying all decision trees. The result of this oper-
ation is used to perform regression or classification [47]. In the ML domain, RF 
Random stands out as a powerful algorithm [48]. The model uses the formula in 
Equation (6).
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Where N is the total number of trees and fi(x) is the prediction of the i-th tree.
In the ML domain, the performance evaluation of classification models is critical 

to determining their effectiveness.
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Therefore, we employ several metrics for this work that provide relevant 
information about their capability. Accuracy, recall, specificity, and F1 score are the 
most used metrics. A detailed explanation of each is presented below.

Accuracy is the proportion of correct positive predictions out of all the predictions 
made by the model.

Recall, also known as sensitivity, measures the ability of the model to identify all 
true positive instances.

Specificity focuses on the model’s ability to classify negative cases correctly.
F1-Score is used as a composite measure to balance accuracy and count.
MAP@3 (mean average precision at 3) is a ranking metric that assesses the 

model’s capability to rank instances properly according to their importance. A high 
MAP@3 value signifies the effectiveness of the model.

Logloss (logarithmic loss) is a loss function used to evaluate the performance of 
probabilistic classification models.

3.2	 Case study

Understanding the dataset: This study uses a dataset from the Kaggle reposi-
tory comprising 1262 records and 65 variables. The columns of the dataset represent 
various health-related variables. For example, the column ‘sudden_fever’ measures 
the presence or absence of sudden fever, while ‘headache’ refers to this symptom, 
‘mouth_bleed’ refers whether or not there is bleeding in the mouth, ‘nose_bleed’ 
indicates whether or not there is a nosebleed, ‘muscle_pain’ refers to the presence 
or absence of muscle pain, ‘joint_pain’ indicates whether or not there is joint pain, 
‘vomiting’ represents the presence or absence of vomits, ‘rash’ indicates the presence 
or absence of skin rashes, ‘diarrhea’ refers to the presence or absence of diarrhea, 
‘hypotension’ indicates whether or not there is hypotension (low blood pressure), 
‘pleural_effusion’ indicates the presence of fluid accumulation in the pleural cavity, 
‘ascites’ refers to abnormal fluid accumulation in the abdominal cavity, ‘gastro_
bleeding’ indicates the presence of gastrointestinal bleeding, ‘swelling’ represents 
whether or not there is swelling, ‘nausea’ indicates the presence of it, ‘chills’ refers 
to the sensation of shivering, ‘myalgia’ indicates the presence of muscle pain, ‘diges-
tion_trouble’ refers to problems in digestion, ‘fatigue’ indicates the presence of it, 
‘skin_lesions’ represents whether or not there are skin lesions, ‘stomach_pain’ indi-
cates its presence or absence, ‘orbital_pain’ refers to the presence or absence of pain 
in the eye socket, ‘neck_pain’ indicates whether or not there is neck pain, ‘weakness’ 
represents the presence or absence of weakness, ‘back_pain’ indicates whether or 
not there is back pain, ‘weight_loss’ refers to whether or not there is weight loss, 
‘gum_bleed’ indicates whether or not there is bleeding gums, ‘jaundice’ represents 
jaundice or yellowing of the skin, ‘coma’ indicates whether or not there is coma, 
‘diziness’ refers to the feeling of dizziness, ‘inflammation’ indicates the presence of 
it, ‘red_eyes’ represents whether or not there is redness of the eyes, ‘loss_of_appetite’ 
indicates loss of appetite, ‘urination_loss’ refers to loss of urine, ‘slow_heart_rate’ 
indicates the presence of a slow heart rate, ‘abdominal_pain’ refers to the presence 
or absence of abdominal pain, ‘light_sensitivity’ indicates whether there is sensitivity 
to light, ‘yellow_skin’ indicates whether there is yellowing of the skin, ‘yellow_eyes’ 
indicates the presence of yellow eyes, ‘facial_distortion’ refers to whether or not there 
is facial distortion, ‘microcephaly’ indicates whether or not there is microcephaly, 
‘rigor’ represents muscle stiffness, ‘bitter_tongue’ indicates whether or not there is 
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bitter taste on the tongue, ‘convulsion’ indicates the presence of convulsions, ‘anae-
mia’ indicates the presence of anaemia, ‘cocacola_urine’, ‘hypoglycaemia’ indicates 
low blood sugar, ‘prostration’ indicates prostration, ‘hyperpyrexia’ indicates high 
fever, ‘stiff_neck’ indicates neck stiffness, ‘irritability’ indicates this symptom, ‘con-
fusion’ indicates the existence of mental confusion, ‘tremor’ indicates the existence 
of tremors, ‘paralysis’ indicates the existence of paralysis, ‘lymph_swells’ indicates 
whether or not there is swelling of the lymph nodes, ‘breathing_restriction’ indi-
cates the presence of breathing restriction, ‘toe_inflammation’ indicates the pres-
ence of swelling of the toes, ‘finger_inflammation’ refers to the presence of swelling 
of the fingers, ‘lips_irritation’ indicates whether or not there is irritation of the lips, 
‘itchiness’ indicates the presence of itching sensation, ‘ulcers’ indicates the presence 
of ulcers, ‘toenail_loss’ indicates whether or not there is loss of toenails, ‘speech_ 
problem’ indicates whether or not there are speech problems, ‘bullseye_rash’ indi-
cates the presence of skin rash, and finally, the variable ‘prognosis’ which is related 
to the medical diagnosis. The development of the study case is presented in Figure 1.

Fig. 1. Development process of the case study

Data preparation: The dataset was evaluated before the training of the models. 
First, the NumPy, pandas, and matplotlib libraries were imported for dataset manip-
ulation and visualization. Seaborn was also used to adjust the color palette. Then, 
‘is_generated’ columns were added to the training and test sets with assigned values. 
An index adjustment was performed for the original data, and a new ‘id’ column 
was created. The ‘prognosis’ column was modified in the original data, replacing 
spaces with underscores. Subsequently, the training sets and original data were con-
catenated into ‘df_concat’. The target column is specified as ‘prognosis’. Finally, the 
first rows of the test (‘df_test’) and original data (‘original’) sets are presented for 
inspection and verification. These actions are essential to ensure data consistency, 
completeness, and relevance (refer to Table 1).

https://online-journals.org/index.php/i-joe
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Table 1. Variables of the dataset

# Sudden_Fever Headache Mouth_Bleed Nose_Bleed … Prognosis Is_Generated

0 1 1 0 1 … Lyme_disease 1

1 0 0 0 0 … Tungiasis 1

2 0 1 1 1 … Lyme_disease 1

3 0 0 1 1 … Zika 1

4 0 0 0 0 … Rift_Valley_fever 1

Exploratory analysis of the data: Figure 2 illustrates the frequency of various 
symptoms associated with vector-borne diseases. According to Figure 2a, fever or 
headache is observed to be the most prevalent symptom, registering more cases. 
Figure 2b shows that mouth bleeding is a frequent symptom among patients. Also, 
Figure 2c shows that most patients present muscle pain. Similarly, Figure 2d shows 
that vomiting is a frequent symptom among patients. This visual analysis provides a 
quantitative representation of the distribution of symptoms in the population.

a) b)

c) d)

Fig. 2. The main symptoms: (a) fever or headache is the most prevalent symptom, (b) mouth bleeding, 
a frequent symptom, (c) muscle pain, and (d) vomiting is a common symptom in patients

Below is a graph representing the percentage distribution of the various VBDs in 
the dataset. According to Figure 3, 7% of the cases are Lyme disease, 8% are yellow 
fever, 8% are dengue fever, and 8% are plague. In addition, 9% of cases are for 
chikungunya, 9% for malaria, 9% for West Nile fever, 10% for Rift Valley fever, 10% 
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for Zika, and 11% for tungiasis. These percentages offer a visual depiction of the 
distribution of each disease in the analyzed dataset.

Fig. 3. Distribution of the prognosis variable

In Figure 4, the variable relationship matrix providing crucial information is 
presented. The interpretation of this matrix is based on the degree of correlation 
between different pairs of symptoms. When the matrix shows a high correlation 
between two symptoms, such as ulcers and nail loss, it indicates that both symptoms 
may be due to the same disease. On the other hand, if the matrices show a low 
correlation, in the case of slow heart rate and itching, the likelihood that the two 
symptoms are related to the same disease decreases. Then, in cases where the matri-
ces show a normal correlation, as in stagnation and collapse, both symptoms may be 
related to the same disease but have different causes.

The matrix shows that people with a sudden fever often have a headache. It is 
also evident that people with a sudden fever tend to have nosebleeds. This could be 
due to dilation of the blood vessels caused by the fever, and people with headaches 
also tend to have nosebleeds, muscle pain, and diarrhea. The latter could be due 
to intestinal irritation caused by stress or anxiety accompanying the headache. 
People with nosebleeds tend to have a reduced range of motion. This could be due 
to muscle weakness caused by blood loss. People with skin rashes tend to have a 
decreased range of motion. This could be due to itching and irritation that may 
accompany the rash.

Fig. 4. Correlation of the first 10 variables

https://online-journals.org/index.php/i-joe
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In Figure 5a, Lyme disease is scattered in the PCA chart, while tungiasis disease 
is clustered in the lower left part of the chart. This suggests that these diseases have 
different characteristics that distinguish between them, while Figure 5b shows 
that VBDs are more mixed than in the PCA graph. This suggests that the diseases 
may share some characteristics. These graphical representations provide a deeper 
understanding of the clustering of VBDs and the characteristics they share.

a) b)

Fig. 5. Two-dimensional decomposition techniques: (a) PCA analysis, (b) NMF analysis

Data processing and modeling: Before starting the training of the data, a pre-
processing phase was carried out to improve the performance of the ML models. 
First, the dataset was divided into training and test sets with their respective labels. 
Then, libraries for ML model training and evaluation, and data processing tech-
niques were imported, such as category coding and dimensionality reduction using 
techniques such as PCA, NMF, UMAP, and t-SNE. Then, a class called “Decomp” was 
defined to perform dimensionality reduction of the data using different methods, 
such as PCA, NMF, UMAP, and t-SNE. These methods are used to conduct training 
and evaluation of datasets. It also adds the function of calculating metrics such as 
Logloss and MAP@3 during the training and evaluation process. Finally, the learn-
ing process is performed by cross-validation to fit the ML models. This series of tasks 
constitutes an integrated phase of data processing and modeling.

4	 RESULTS

In this study, different ML models were investigated to predict VBDs. The mod-
els examined were SVC, XGBoost, LightGBM, CatBoost, BRF, and RF. The Ensemble 
Logloss score was used to evaluate the performance of each model. This metric 
evaluates the quality of the probabilistic predictions of a classification model.  
A lower Logloss value indicates better performance because there is less discrep-
ancy between the actual data characteristics and the predicted probabilities. The 
average Ensemble Logloss score was 1.63822 with a standard deviation of 0.04825. 
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This means that the combination of the models generates acceptable predictions and 
that there is reasonable consistency between the various runs of the data set.

When looking at the contribution of each model to the ensemble, all models 
contribute to the overall accuracy in different ways. The weight assigned to each 
model indicates how much each contributes to the overall ensemble prediction 
compared to other models. In the final combination, of all the SVC models, XGBoost, 
LightGBM, CatBoost, BRF, and RF were significant, with weights of 0.49959 ± 0.27112, 
0.58496 ± 0.22619, 0.48482 ± 0.29971, 0.54992 ± 0.27982, 0.24924 ± 0.22654 and 
0.45592 ± 0.25849. With a mean of 0.24924 and a standard deviation of 0.22654, it 
is observed that the BRF model exhibited the lowest log loss. This suggests that the 
BRF performance was more consistent and contributed significantly to the overall 
Ensemble accuracy.

These findings show that the SVC, XGBoost, LightGBM, CatBoost, BRF, and RF 
models provide a robust and effective solution for predicting VBDs. The combina-
tion of several ML algorithms allows the individual strengths of each model to be 
leveraged, resulting in a significant improvement in predictive accuracy and the 
ability to address the complexities associated with VBDs prediction. These metrics 
can be seen in Table 2.

Table 2. Training results

Model MAP@3 | Logloss Accuracy Recall Specificity F1-Score

SVC 0.49627 ± 0.26536 0.39309 0.38542 0.39101 0.36904

XGBoost 0.57409 ± 0.24179 0.44100 0.43229 0.44176 0.42948

LightGBM 0.46328 ± 0.30474 0.42362 0.41146 0.42417 0.40254

CatBoost 0.55200 ± 0.26964 0.46534 0.46354 0.46744 0.45971

BRF 0.24431 ± 0.22170 0.42341 0.42708 0.42207 0.41430

RF 0.44856 ± 0.25820 0.41445 0.42188 0.41848 0.41306

As seen in Table 2, the BRF model has the lowest MAP@3 | Logloss (0.24431 ± 
0.22170) and has the lowest standard deviation, indicating that its predictions are 
more consistent, although consistently less accurate than the other models. Then, 
despite its low MAP@3 | Logloss, BRF shows comparable performance in accuracy 
(0.42341), recall (0.42708), specificity (0.42207), and F1-score (0.41430) concerning 
some other models such as RF and LightGBM.

5	 DISCUSSION

Vector-borne diseases represent a serious global health threat. These disorders 
are spread primarily by infected insects or directly from person to person. It is 
estimated that they cause more than 700,000 deaths annually worldwide. In recent 
years, these diseases have increased worldwide. Machine learning models are 
essential because they can explore and process massive clinical datasets to predict 
diseases. Therefore, this study aims to create a predictive model using epidemiolog-
ical data in tabular format to categorize and anticipate the presence of VBDs. For 
this purpose, the ML models, SVC, XGBoost, LightGBM, CatBoost, BRF, and RF, were 
applied. Regarding the Ensemble Logloss metric, the BRF model exhibits the lowest 
log loss, registering an average of 0.24924. According to this metric, it is concluded 
that this model has achieved the best performance in the ensemble. These results 

https://online-journals.org/index.php/i-joe


iJOE | Vol. 20 No. 13 (2024)	 International Journal of Online and Biomedical Engineering (iJOE)	 113

Predictive Analysis of Vector-Borne Diseases through Tabular Classification of Epidemiological Data

differ from the study [28] where the DT model was ranked as the best predictor with 
an accuracy of 79%. On the other hand, the study [29] positioned the SVM model 
as the best predictor with an accuracy level of 76%. In this case, the predictor was 
based on cases reported in Jeddah, Saudi Arabia. The study [30] concluded that the 
LR classifier is the most accurate with 97.14%. This study focuses on separate classi-
fiers based on symptoms and history, whereas the presented study focuses on com-
bining different ML models for VBDs prediction. Similarly, the study [31] concluded 
that the LR model achieved the best performance with 83% accuracy. On the other 
hand, in the study [32], RF and EBM stood out in accuracy with 84%. Also, in the 
study [33], the RF algorithm achieved the highest accuracy of 92%. They compared 
the performance of the models using rapid diagnostic tests. These results support the 
idea that ML models can play an important role in VBDs prediction. However, these 
results emphasize the importance of high-quality data sets for optimal performance.

6	 CONCLUSIONS

The use of machine-learning models in healthcare is constantly expanding. 
Therefore, it is crucial to develop a model guaranteeing effectiveness and efficiency. 
This study assembled multiple ML models, including SVC, XGBoost, LightGBM, 
CatBoost, BRF, and RF. A dataset of 1262 records was used to train these models. 
When training the models, it was observed that the BRF model stood out by achieving 
the lowest loss according to the Ensemble Logloss metric, with an average value of 
0.24924 and a standard deviation of 0.22654, thus demonstrating that this model is 
particularly effective for VBD prediction.

We recommend using cross-validation techniques to evaluate performance more 
accurately and optimizing hyperparameters to enhance accuracy. Finally, the models 
used in this study showed promising results, which could contribute significantly to 
the early detection of patients with vector-borne diseases.

The results obtained in this study show that combining the SVC, XGBoost, 
LightGBM, CatBoost, BRF, and RF models forms a robust and effective ensemble 
for VBD prediction. The different approaches of these models worked together 
to improve overall performance. Each model made a unique contribution to the 
ensemble, leveraging individual strengths to enhance the ensemble’s performance.
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