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Abstract—In order to maximize throughput and minimize interference of the wideband spectrum sensing problem in OFDM cognitive radio sensor networks, a linear weighted sum multi-objective algorithm based on the Particle Swarm Optimization is proposed. The multi-objective optimization advantages of Particle Swarm Optimization are utilized to solve the optimal threshold vector of the spectrum sensing problem in OFDM cognitive radio sensor networks. So the network can get a larger throughput under the condition of small interference. The simulation results show that the proposed algorithm can make larger throughput while keeping the interference is smaller in OFDM cognitive radio sensor networks. Thus the spectrum resources are used more effectively.

Index Terms—Cognitive Radio Sensor Networks, Wideband Spectrum Sensing, Multi-objective Optimization, Particle Swarm Optimization

I. INTRODUCTION

With the growing demand for wireless communications, the limited spectrum resources become increasingly scarce [1-2]. In order to improve the utilization of existing spectrum and effectively solve the problem of spectrum resource scarcity, Cognitive Radio (CR) technology emerges [3-4]. Spectrum sensing [5-6] is one of the key technologies of CR which ensure an essential prerequisite for improving spectrum utilization. The research of spectrum sensing technology focus on cooperative spectrum sensing such as soft fusion, hard fusion and linear weighted sums fusion, etc. [7-8]. References [9-10] propose a model of simplified linear weighted sum spectrum sensing model to solve the weight based on Modified Deflection Coefficient (MDC). The performance of MDC algorithm is very close to the performance of maximum likelihood ratio method and is simpler. But MDC algorithm cannot guarantee to obtain the theoretical optimal solution. References [11-13] have introduced the intelligent optimization algorithms to get a better solution and improve the sensing performance. With the in-depth research, scholars have begun to concentrate on the wideband spectrum sensing [14-18]. Reference [16] established a multi-band joint spectrum sensing framework based on the Orthogonal Frequency Division Multiplexing (OFDM). It takes full consideration of the different condition of every orthogonal sub-channel in OFDM system. By searching the optimal threshold vector, it solves the problem of maximizing the throughput of the CR network under the condition of certain amount of interference. The simulation results verified that the algorithm based on the optimized threshold vector is more effectively for the network throughput than the traditional multi-band algorithm based on selecting the equal threshold. Based on the OFDM multi-band joint spectrum sensing framework, reference [19] used the multi-user linear weighted fusion for each sub-channel to further optimize the performance of sensing. In references [14-16, 19], the problem of the maximum throughput and minimize interference is translated into a single objective function.

Based on the optimization model of reference [16], reference [20] using a genetic algorithm to solve it. But it only considers the problem of maximizing throughput under the condition of certain system interference. In this paper, throughput and interference are considered comprehensively to study the multi-objective optimization spectrum sensing problem. A linear weighted sum multi-objective optimization model is established. And a multi-objective Particle Swarm Optimization (PSO) methods based on the linear weighted sum is proposed. By utilizing the advantages of PSO algorithm in multi-objective optimization to compute the optimal threshold vector in the OFDM CR system. The simulation results demonstrate that the proposed algorithm in this paper can find the optimum threshold vector under taking account of the throughput and interference. This method can satisfy the spectrum sensing problem of maximizing throughput while ensuring that small amount of interference.

II. WIDEBAND SPECTRUM SENSING MODEL AND MULTI-OBJECTIVE OPTIMIZATION

A. Spectrum sensing model

On the basis of references [14-16], the multi-band joint spectrum sensing framework of the OFDM CR networks is shown in figure 1.
This model is built on energy detection. Through the fast Fourier transform, the whole OFDM system is divided into several orthotropic sub-channels. The energy values of every sub-channel in the frequency domain are computed. Then these values are compared with a set of threshold values to judge whether the primary users (PU) exist on the sub-channels. Suppose there are K sub-channels. For sub-channel $k (1 \leq k \leq K)$, the binary hypothesis model is established:

$$
\begin{align}
H_{0,k} : R_{k} & = V_k \\
H_{1,k} : R_{k} & = G_k S_k + V_k
\end{align}
$$

(1)

Where $R_k$ represents the complex signal in sub-channel $k$. $V_k$ represents the Additive White Gaussian Noise (AWGN) which obeys normal distribution with the 0 mean and $\sigma_v^2$ variance. $S_k$ is the PU signal in the sub-channel $k$. $G_k$ represents the channel gain between PU and Second User (SU) on the channel $k$. Generally in the detection period $G_k$ is considered to be constant. $H_{0,k}$ represents there exists PUs’ signal on the sub-channel $k$. $H_{1,k}$ represents there is no PUs’ signal on the sub-channel $k$.

The received signal of sub-channel $k$ is sampled $N$ times and the energy value in the frequency domain is computed:

$$
Y_k = \sum_{n=0}^{N} | R_k(n) |^2, \ k = 1, 2, \ldots, K
$$

(2)

Suppose the threshold value of energy detection on the sub-channel is $\gamma_k$, then the decision rule is:

$$
\begin{align}
Y_k & < \gamma_k, H_{0,k} \\
Y_k & > \gamma_k, H_{1,k}
\end{align}
$$

(3)

According to the Central Limit Theorem, when the number of samples $N$ is large enough, the statistic $\{Y_k\}$ is obeyed to approximately normal distribution [16]. So $Y_k \sim N(\text{E}[Y_k], \text{Var}(Y_k))$, and where:

$$
E[Y_k] = \begin{bmatrix} N \sigma_v^2, H_{0,k} \\ N(\sigma_v^2 + |G_k|^2), H_{1,k} \end{bmatrix}
$$

(4)

$$
\text{Var}(Y_k) = \begin{bmatrix} 2N \sigma_v^2, H_{0,k} \\ 2N(\sigma_v^2 + 2|G_k|^2) \sigma_v^2, H_{1,k} \end{bmatrix}
$$

(5)

According to the decision rule (3), the false-alarm probability and detection probability of sub-channel $k$ are (6) and (7) respectively:

$$
P_f(\gamma_k) = \text{Pr}(Y_k > \gamma_k / H_{0,k}) = Q(\frac{\gamma_k - N \sigma_v^2}{\sigma_v^2 \sqrt{2N}})
$$

(6)

$$
P_d(\gamma_k) = \text{Pr}(Y_k > \gamma_k / H_{1,k}) = Q(\frac{\gamma_k - N(\sigma_v^2 + |G_k|^2)}{\sigma_v^2 \sqrt{2N(\sigma_v^2 + 2|G_k|^2)}})
$$

(7)

Where $Q(x) = \int_{x}^{\infty} \frac{1}{\sqrt{2\pi}} \exp(-t^2/2) \, dt$. From the (6) and (7) we know that the selection of threshold value $\gamma_k$ will influence $P_f$ and $P_d$ directly. The $P_f$ will decrease when $\gamma_k$ is larger. That will make SUs have more opportunities to access spectrum hole and improve system’s throughput. But it also leads the probability of missed detection $P_m = 1 - P_d$ increased. It will result in the increase of the amount of interference for PUs. Therefore choosing the most appropriate threshold vector $\gamma = [\gamma_1, \gamma_2, K, \gamma_K]$ is very important to improve the system throughput under the condition that the PUs are fully protected.

B. The description of multi-objective optimization

The total throughput of the OFDM CR system and the total amount of interference for PUs are described as (8) and (9):

$$
R(\gamma) = \mathbf{r}^T \left( 1 - \mathbf{P}_f(\gamma) \right) = \sum_{k=1}^{K} r_k \left( 1 - P_f^{(k)}(\gamma_k) \right)
$$

(8)

$$
I(\gamma) = \mathbf{u}^T \mathbf{P}_m(\gamma) = \mathbf{u}^T \left( 1 - \mathbf{P}_d(\gamma) \right) = \sum_{k=1}^{K} u_k \left( 1 - P_d^{(k)}(\gamma_k) \right)
$$

(9)

Where $\mathbf{r} = [r_1, r_2, K, r_K]^T$ represent the throughput that SUs can be obtained through opportunity to use K sub-channels. $\mathbf{u} = [u_1, u_2, K, u_K]^T$ represents the amount of interference for PUs which is caused by SUs.

Ref. [16] has studied two optimization problems of CR system. One is the optimization problem of the maximum total throughput $R(\gamma)$ of network under the condition of that the CR network satisfies the maximum interference $I(\gamma)$. The other one is the optimization of the minimum total amount of interference $I(\gamma)$ under the condition of
the minimum throughput $R(\gamma)$. In this paper, these two indicators throughput and interference is comprehensively considered in order to solve the multi-objective optimization problem of spectrum sensing. Selecting the appropriate threshold value to obtain the maximum throughput and decrease the amount of interference. It can improve the network’s communication quality and make full use of spectrum resource. Therefore the new optimization model is shown as (P1):

$$\begin{align*}
\text{max } R(\gamma), \min I(\gamma) \\
\text{s.t. } P_a(\gamma) \leq \alpha \\
P_j(\gamma) \leq \beta
\end{align*}$$

(P1)

Where $\alpha = [\alpha_1, \alpha_2, \ldots, \alpha_n]$ represents the limitation of sub-channels’ interference of SUs, $1 - \beta = [1 - \beta_1, 1 - \beta_2, \ldots, 1 - \beta_n]$ represents the SUs’ opportunistic access probability to the sub-channels. Therefore we only need to find the optimal threshold vector $\gamma = [\gamma_1, \gamma_2, \ldots, \gamma_n]^T$, can make the maximum throughput in CR networks while the interference amount is the minimum.

C. The mathematical model of linear weighted sum multi-objective optimization

In order to easily get the globally optimal solution of (P1), the (P1) is transformed into the (P2):

$$\begin{align*}
\min \gamma & \quad U = [f_1(\gamma), f_2(\gamma)] \\
\text{s.t. } & \quad P_a(\gamma) \leq \alpha \\
& \quad P_j(\gamma) \leq \beta
\end{align*}$$

(P2)

Where $f_1(\gamma) = R(\gamma)$, $f_2(\gamma) = I(\gamma)$. Combined with formula (8) and (9), (P2) can be transformed into a convex optimization problem satisfying some constraint conditions. As shown in (P3) and (P4):

$$\begin{align*}
\min \gamma & \quad f_1(\gamma) = \sum_{k=1}^{K} r_k P_{\gamma_k}^{(1)}(\gamma_k) \\
\text{s.t. } & \quad \gamma_{\min,k} \leq \gamma_k \leq \gamma_{\max,k}, \quad k = 1, 2, K, K \\
\min \gamma & \quad f_2(\gamma) = \sum_{k=1}^{K} u_k (1 - P_{\gamma_k}^{(1)}(\gamma_k)) \\
\text{s.t. } & \quad \gamma_{\min,k} \leq \gamma_k \leq \gamma_{\max,k}, \quad k = 1, 2, K, K
\end{align*}$$

(P3) (P4)

In which:

$$\begin{align*}
\gamma_{\min,k} &= \sigma_k \left[N + \sqrt{2NQ^{-1}(\beta_k)} \right] \\
\gamma_{\max,k} &= N(\sigma_k^2 + |G_k|) \\
&+ \sigma_k \sqrt{2N(\sigma_k^2 + 2|G_k|)Q^{-1}(1-\alpha_k)}
\end{align*}$$

(10) (11)

0 $\alpha_k \leq 1/2$ and 0 $\beta_k \leq 1/2, k = 1, 2, K, K$

Because $f_1(\gamma)$ and $f_2(\gamma)$ are convex functions, they are suitable to use linear weighted sum method. According to the degree of sub objective function $f_1(\gamma)$ and $f_2(\gamma)$, we give the corresponding weighted values $a$ and $b$, where $a + b = 1, a \geq 0, b \geq 0$. Then multiply each sub function with the corresponding weighted value and compute the sums, and produce the new objective function $f_3(\gamma) = a \cdot f_1(\gamma) + b \cdot f_2(\gamma)$. Therefore the optimal solution of $f_3(\gamma)$ is also the optimal solution of multi-objective function $U$. The new objective function optimization model based on (P3) and (P4) is shown as (P5):

$$\begin{align*}
\min \gamma & \quad f_3(\gamma) = a \cdot f_1(\gamma) + b \cdot f_2(\gamma) \\
\text{s.t. } & \quad a + b = 1, 0 \leq a, b \leq 1, \gamma_{\min,k} \leq \gamma_k \leq \gamma_{\max,k}, \\
& \quad k = 1, 2, K, K
\end{align*}$$

(P5)

III. LINEAR WEIGHTED SUM MULTI-OBJECTIVE OPTIMIZATION ALGORITHM BASED ON PSO

Particle Swarm Optimization (PSO) is an evolutionary computation technology based on swarm intelligence [21-23]. PSO is effective and easy to implement, less control parameters, and is widely applied to various engineering optimization filed [24-25]. In this paper, the advantages of PSO in terms of multi-objective optimization which is used to solve the multi-band joint spectrum sensing problem in CR OFDM network. It’s aimed at achieving the maximum throughput and minimum amount of interference at the same time. So we propose a linear weighted sum multi-objective optimization algorithm based on PSO.

A. Particle coding

In the proposed wideband spectrum sensing algorithm based on PSO, particles use real number coding, and the scope of particles $S$. The location of each particle represents a possible threshold vector. The $i$-th ($i = 1, 2, L, S$) particle’s dimension is equal to the amount of wideband component channels. The $x_i$ in particle’s location $X_i = [x_{i1}, x_{i2}, \ldots, x_{ik}]^T$ is corresponding to $\gamma_j (j = 1, 2, L, K)$. Thus the map between particles and optimization threshold vector is established. When swarm is initializing, particles are produced in a random way and the value is between $[\gamma_{\min,k}, \gamma_{\max,k}]$, where $1 \leq k \leq K$.

B. Evaluation of the objective function

In order to ensure the PSO algorithm can get the global optimal solution of (P5), the functions $f_1(\gamma)$ and $f_2(\gamma)$ should be convert into the same number lever. So (P5) will be transformed to the model as follows:
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\[
\min_{\gamma} \quad f(\gamma) = a \cdot f_1(\gamma) + b \cdot f_2(\gamma) = \\
\sum_{k=1}^{K} r_k P_{\text{f}1}(\gamma_k) + b \left( 1 - \sum_{k=1}^{K} u_k (1 - P_{\text{f}2}(\gamma_k)) \right)
\]

(6)

\[s.t. \quad a + b = 1, \quad 0 \leq \gamma_k \leq \gamma_{\text{max},k}, \quad k = 1, 2, \ldots, K\]

Thus, for any particle \(i\), the objective function is defined as \(f(\gamma) = a \cdot f_1(\gamma) + b \cdot f_2(\gamma)\). The mathematical model is shown as (6). The smaller of particle’s evaluation objective function’s value is smallest, that is the globally optimal solution as \(P_g = [P_{\text{g}1}, P_{\text{g}2}, K, P_{\text{g}K}]^T\). Then the optimal threshold vector \(\gamma_{\text{op}} = [\gamma_1, \gamma_2, K, \gamma_K]^T\) will be get.

C. Particle computation rule

In PSO algorithm, every particle’s action is determined by its spatial position \(X_i = [x_{i1}, x_{i2}, K, x_{ik}]^T\) and flight speed \(V_i = [v_{i1}, v_{i2}, K, v_{ik}]^T\). For \(i\)-th particle, the position vector \(x_i\) and the speed vector \(v_i\) of the dimension \(k\) are as follows:

\[
v_i(t+1) = v_i(t) + c_1 r_1 (p_a(t) - x_i(t)) + c_2 r_2 (p_g(t) - x_i(t))
\]

\[x_i(t+1) = x_i(t) + v_i(t+1)
\]

(13)

Where \(t\) is the iterations number, \(c_1\) and \(c_2\) are learning factor, generally are random numbers between \((0, 2)\). \(r_1\) and \(r_2\) are the random numbers between 0 and 1. \(p_a\) represents the optimal position vector in the procession of searching for particle \(i\). \(p_g\) represents the globally optimal position vector in the procession of searching for swarm. \(w\) represents inertia coefficient is used to control the incidence caused from current speed to the updated speed. In order to improve the search performance of algorithm, the value is computed according (15). \(w_{\text{max}}\) and \(w_{\text{min}}\) are upper and lower limit respectively. \(T_{\text{max}}\) is the maximum iteration.

\[
w(t) = w_{\text{max}} - \left( w_{\text{max}} - w_{\text{min}} \right) \cdot \frac{t}{T_{\text{max}}}
\]

(15)

D. Algorithm Flow

**Algorithm:** A linear weighted sum multi-objective optimization methods for wideband spectrum sensing based on PSO

**Input:** \(S\) candidate solutions \(X_i\)

**Output:** The global optimal solution \(P_g\)

/ Swarm Initialization

Step (0): Giving \(S, T_{\text{max}}, K, \gamma_{\text{min},k}, \gamma_{\text{max},k}, V_{\text{min},k}, V_{\text{max},k}\)

\[
w_{\text{min}}, w_{\text{max}}
\]

Step (1): \(t = 1, k = 1, i = 1\)

Step (2):

For \(i = 1, S\)

For \(k = 1, K\)

\[V_i = \gamma_{\text{min},k} \ast \text{ones}(1, K) + (\gamma_{\text{max},k} - \gamma_{\text{min},k}) \ast \text{rand}(1, K)\]

\[X_i = \gamma_{\text{min},k} \ast \text{ones}(1, K) + (\gamma_{\text{max},k} - \gamma_{\text{min},k}) \ast \text{rand}(1, K)\]

End

/ According to (6) to calculate the current value \(f(X_i(t))\) of the evaluation function and save the current individual \(i\) optimal solution \(P_i(t)\) and the optimal solution \(P_g(t)\) of the Swarm.

Step (3): Evaluation Function Calculation:

\[f(X_i(t)) = a \cdot f_1(X_i(t)) + b \cdot f_2(X_i(t))\]

Save:

\[\text{fitness}_{\text{pbest}}(i) = \left( f(X_i(t)) \right), P_i(t) = X_{\text{pbest}}(t), \]

\[\text{fitness}_{\text{gbest}} = \min \left( \text{fitness}(i) \right), P_g(t) = X_{\text{gbest}}(t)\]

/ Swarm Evolutionary computation

Step (4): Update the particle’s position and velocity components according to (13), (14), (15)

For \(i = 1, S\)

For \(k = 1, K\)

\[v_i(t+1) = w v_i(t) + c_1 r_1 (p_a(t) - x_i(t)) + c_2 r_2 (p_g(t) - x_i(t))\]

\[x_i(t+1) = x_i(t) + v_i(t+1)\]

End

Step (5): Update the particle according to step (3)

If \(f(X_i(t+1)) \leq f(X_i(t))\)

\[\text{fitness}_{\text{pbest}}(i) = \left( f(X_i(t+1)) \right), P_i(t) = X_{\text{pbest}}(t+1)\]

End

\[\text{fitness}_{\text{gbest}} = \min \left( \text{fitness}(i) \right)\]

End

\[P_g(t) = X_{\text{gbest}}(t+1)\]

End

Step (6): \(t = T_{\text{max}}\). The algorithm terminates and outputs the global optimal solution. That is the optimal threshold vector \(\gamma_{\text{op}} = P_g = [\gamma_1, \gamma_2, K, \gamma_K]^T\).

IV. SIMULATION RESULTS AND ANALYSIS

To verify the effectiveness of the proposed algorithm, the algorithm is tested by simulation. Assuming the simulation environment is the TV signal frequency OFDM system. The wideband is 48MHz and be divided into \(K\) sub-channels averagely. Suppose the attenuation
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The coefficient between PUs and SUs on the channel $k$ in the fading environment is $G_k$. The throughput of SUs can use in that channel is $r_k$. The potential interference that SUs to PUs is $u_k$. The parameters are shown in Table 1. In addition, the sample number of each sub-channel $N = 100$. Channel’s noise power is $\sigma^2 = 1$. In order to ensure the objective function is convex function, $\beta = 0.5$ and $\alpha = 0.1$. Algorithm parameters are set as follows: the particle swarm size $S = 100$, inertia weight $\omega_{\text{min}}, \omega_{\text{max}} = 0.4, 0.9$, learning factor $c_1 = c_2 = 2.0$, and the maximum iterations $T_{\text{max}} = 100$. The number of sub-channels is between 1 and 12, the values of the system parameters $G_k, r, u$ are shown in Table 1. The results of the experiments are the average of 1,000 independent simulation results. The experiments are the performance comparison of the proposed PSO, the interior-point algorithm [16] and the GA algorithm [20].

TABLE I. SYSTEM PARAMETERS

<table>
<thead>
<tr>
<th>$k$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_k$</td>
<td>0.50</td>
<td>0.30</td>
<td>0.45</td>
<td>0.65</td>
<td>0.25</td>
<td>0.60</td>
</tr>
<tr>
<td>$r$ (kbps)</td>
<td>612</td>
<td>524</td>
<td>623</td>
<td>139</td>
<td>451</td>
<td>409</td>
</tr>
<tr>
<td>$u$</td>
<td>1.91</td>
<td>8.17</td>
<td>4.23</td>
<td>3.86</td>
<td>7.16</td>
<td>6.05</td>
</tr>
<tr>
<td>$k$</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>$G_k$</td>
<td>0.40</td>
<td>0.70</td>
<td>0.35</td>
<td>0.55</td>
<td>0.75</td>
<td>0.80</td>
</tr>
<tr>
<td>$r$ (kbps)</td>
<td>909</td>
<td>401</td>
<td>721</td>
<td>812</td>
<td>265</td>
<td>382</td>
</tr>
<tr>
<td>$u$</td>
<td>0.82</td>
<td>1.30</td>
<td>3.05</td>
<td>9.15</td>
<td>2.31</td>
<td>5.12</td>
</tr>
</tbody>
</table>

A. The analysis of algorithm convergence

In Figure 2–13, the curves of the evaluation function, the total throughput, the total amount of interference with the changing of the iteration number are shown, and the influence of the different weighted value $a, b$ and the sub-channel number $K$ to the method’s performance are analyzed. From the simulation results we can see: with different parameters, the GA algorithm and the proposed PSO algorithm can achieve convergence and get the globally optimal solution when the number of iterations is about 50. The performances of PSO such as the minimum evaluation function, maximum throughput and minimum amount of interference are better than GA. When the sub-channel number $K$ increases, the total throughput will increase, but the total amount of interference will be greater. The system will achieve different total throughput and interference under different weighted values. Therefore, choosing the appropriate weighted values according to the system environment can greatly improve the spectrum resource utilization.
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Figure 2. Relations between the evaluation function $f$ and iterations $t$
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Figure 3. Relations between the evaluation function $f$ and iterations $t$

![Figure 4](image4.png)

Figure 4. Relations between aggregate opportunistic throughput $R$ and iterations $t$
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Figure 5. Relations between aggregate interference $I$ and iterations $t
Figure 6. Relations between aggregate opportunistic throughput R and iterations t

Figure 7. Relations between aggregate interference I and iterations t

Figure 8. Relations between the evaluation function f and iterations t

Figure 9. Relations between the evaluation function f and iterations t

Figure 10. Relations between aggregate opportunistic throughput R and iterations t

Figure 11. Relations between aggregate interference I and iterations t

Figure 12. Relations between aggregate opportunistic throughput R and iterations t

Figure 13. Relations between aggregate interference I and iterations t
B. Comparison of algorithm’s performance

Figure 14 shows the curves of the total throughput with the total amount of interference under conditions of the different weights of the proposed PSO method, the interior-point method [16] and the Uniform Threshold Method. From the figure, we can see that the PSO method can achieve more throughput than the Uniform Threshold Method. And the proposed PSO method is more efficient in searching the globally optimal solution than the interior-point method.

![Graph showing comparison of algorithms](image)

**Figure 14. The comparison of the proposed algorithm with other algorithms**

V. CONCLUSIONS

In this paper, the optimization goals of the wideband spectrum sensing problem are maximize throughput and minimize the amount of interference at the same time. And the new multi-objective optimization function is set up. A linear weighted sum multi-objective optimal optimization method based on PSO for wideband spectrum sensing is proposed. Simulation results show that the proposed method is more effectively than the genetic algorithm and traditional nonlinear programming method for solving multi-objective optimization problems. The proposed method can find the optimal threshold of OFDM wideband spectrum sensing problem, and can make larger throughput while the interference amount is low. Thus the spectrum resources are used more effectively.
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