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PAPER

Novel Classification Approach for Thyroid Detection: 
Feature Enhanced AdaBoost Optimization 
with Max Voting

ABSTRACT
The need for enhanced methods in disease prediction is a significant challenge in the medical 
field. Current predictive models often face challenges such as limited accuracy, insufficient 
adaptability to diverse datasets, and inefficiencies in feature selection and model training. 
These limitations can hinder early diagnosis and effective management of thyroid condi-
tions, which are vital for patient outcomes. The study introduces an innovative method for 
enhancing thyroid disease prediction using a machine learning study employs algorithms 
such as support vector machine (SVM), Naive Bayes (NB), K-nearest neighbor (KNN), logistic 
regression (LR), and stochastic gradient descent (SGD) in conjunction with filter, wrapper, 
and embedded feature selection methods across three distinct models. The study uses two 
thyroid datasets, one from Dew Medicare Ternity Hospital, Nagpur, and the other from the 
UCI thyroid repository, revealing the potential of the novel ‘FeatureBoostThyro’ approach for 
improving thyroid risk prediction across diverse datasets. The proposed method achieved 
accuracies of 98.10%, 97.47%, and 95.58% for the three models using the UCI dataset, and 
97.42%, 98.71%, and 97.83% for the DMTH dataset. The novelty of this approach lies in its 
integrated pipeline that ensures the selection of the best features, systematic model training, 
and rigorous evaluation. This results in a robust, accurate, and reliable model that outper-
forms traditional approaches, making it a significant advancement in the field of disease pre-
diction. The enhanced performance metrics, especially accuracy, highlight the potential of this 
method in clinical settings for early and accurate thyroid disease detection.
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1	 INTRODUCTION

Multiple endocrine glands secrete different hormones, each controlling various 
bodily functions. The thyroid gland is one of the most significant endocrine glands 
among them [1]. It secretes three hormones: tri-iodothyronine, thyroxine, and 
calcitonin. Low secretion of these hormones results in hypothyroidism, while exces-
sive secretion leads to hyperthyroidism [2]. Other thyroid disorders include goiter, 
Hashimoto’s thyroiditis, and thyroid cancer. The thyroid gland’s major job is to keep 
the bloodstream stable by controlling metabolism [3]. Improper levels of thyroid hor-
mones can lead to disorders that are dangerous and require medical attention [4].  
Therefore, accurate diagnosis is critical and must be performed by experts. Recent 
advances in machine learning (ML) are transforming healthcare by analyzing vast 
data to predict diseases early. This study aims to find the best algorithm for predict-
ing thyroid disorders using logistic regression (LR), support vector machine (SVM), 
K-nearest neighbors (KNN), Naive Bayes (NB), and stochastic gradient descent (SGD). 
Various feature selection methods were tested, and while initial models did not yield 
a clear best algorithm, an optimized ensemble model showed consistent improve-
ment. The models were implemented in Python and tested on datasets from Dew 
Medicare Trinity Hospital and the UCI repository. This paper is organized as fol-
lows: In Section 2, relevant research on thyroid problems is included. Section 3 dis-
cusses the study’s materials and procedures. Section 4 provides a full summary of 
the study’s findings, and Section 5 concludes the study.

2	 RELATED WORKS

Ege Savc et al. [4] argued that under-sampling might not be the optimal technique 
for handling small, imbalanced datasets. They noted that both the training and test 
datasets were imbalanced and suggested that the best approach to avoid oversampling 
issues is to combine oversampling with feature importance analysis to reduce the risk 
of overfitting. To achieve this, the researchers excluded non-important features, iden-
tifying and retaining only the important ones. They also pointed out that certain algo-
rithms required scaling due to their structural needs. While artificial neural networks 
proved to be the most effective tool for diagnosing thyroid disease, both SVM and KNNs 
also achieved impressive results, with accuracy rates exceeding 95.00%. When prop-
erly tuned, these algorithms are highly effective for multi-class classification tasks.

Kalpna Guleria et al. [5] said that it takes a lot of time to manually analyze param-
eters on big databases in order to diagnose and forecast hypo- or hyper-thyroidism. 
This study constructed predictive models using a variety of ML based methods. 
These included a model artificial neural network based on deep learning, a random 
forest, a NB/multiclass classifier, and a decision tree. According to the performance 
review, the random forest or decision tree produced better outcomes, with 99.3107% 
accuracy being the lowest and 99.57%) the highest. The competitive accuracy of the 
DL-based ANN model is 93.82%. Researchers may find this study useful in determin-
ing an appropriate model for the identification and categorization of hypothyroidism.

R. Vanitha et al. [6] The main goal of this work is to clean up data on thyroid can-
cer from the UCI ML repository. The procedure entails using and contrasting various 
algorithms to eliminate redundant values, fill in missing values, and choose the best 
characteristics from the recently created medical dataset. The thyroid dataset was 
preprocessed in this work using the KNN and PCA methods to eliminate superfluous 
variables. The KNN, mean/median, and PCA procedures were also compared. Out of 
the three imputation methods, the hybrid imputes showed superior performance. 

https://online-journals.org/index.php/i-joe


iJOE | Vol. 20 No. 14 (2024)	 International Journal of Online and Biomedical Engineering (iJOE)	 73

Novel Classification Approach for Thyroid Detection: Feature Enhanced AdaBoost Optimization with Max Voting

In order to produce appropriate diagnosis results, regression and classification 
algorithms will be merged in future cases.

Kwang-Sig Lee et al. [7] presented this study reviewing recent advances in ML for 
early diagnosis of thyroid disease. Several methods include RF and gradient boosting 
for numerical, genomic, and random data. Accuracy ranged from 66.80 % to 90.01%. 
This review shows that ML offers a non-invasive decision support system for early 
diagnosis, including the thyroid gland.

Shiuh Tong Lim et al. [8] aimed to demonstrate the performance of the Featurewiz 
library and determine a remarkable model for predicting thyroid diseases among 
several ML models, for example, a decision tree. A dataset of Australian thyroid 
patients was used to develop the ML models, and the models were then built in two 
ways: without feature selection and with feature selection. The results of these two 
operations were similar to tree-based operations models. Initially, without feature 
selection, the basic XGBoost model is 99.23% accurate, while random forest is second 
with 98.79% accuracy.

Ibrahim et al. [9] stated that ML algorithms have become very important in the 
healthcare sector, especially in disease diagnosis. Many companies use these tech-
nologies to predict diseases early and improve medical diagnosis. The motivation of 
this paper was to provide an overview of ML algorithms used for detection and pre-
diction. Several ML algorithms, such as NB, LR, SVM, KNN, artificial cluster, decision 
tree, and random forest, were reviewed for detection of diseases during the last three 
years. Comparison of these algorithms, evaluation processes, and the results obtained.

Rajasekhar Chaganti et al. [10] explained that the existing methods of model 
optimization are less investigated. Thus, this study presents work that explores fea-
ture selection for ML and deep learning models. Extra tree classifiers and ML-based 
feature selection was adopted. The proposed work predicts Hashimoto’s thyroiditis. 
The best result was reflected by an extra tree classifier with 99% accuracy when a 
random forest classifier was used.

Alyaa Dawood et al. [11] proposed this study to identify the hormonal activity of 
the thyroid gland in hyperthyroidism and hypothyroidism. This was accomplished 
using several ML algorithms and classifiers, namely LR, decision trees, SVM, etc. 
Python simulates all algorithms in the Anaconda environment using the Spyder plat-
form by comparing and choosing the most accurate. DT and RF algorithms gave the 
best results, reaching 99.33% and 99.73% accuracy, respectively.

Lerina Aversanoa et al. [12] predicted the LT4 treatment for hyperthyroid patients. 
The dataset was built using data from AOU Federico. Several ML algorithms were 
applied with 10 different classifiers. Out of all the classifiers, the extra-tree classifier 
reached an accuracy of 84%.

S. Sankar et al. [13] explained that detecting any disease early could help treat and 
prevent the worst health conditions. ML plays a crucial role in detecting diseases 
in their early stages. The dataset was taken from the UC Irvine Information database. 
The researchers used the XGBoost algorithm for accurate prediction of the thyroid. 
The efficiency of XGBoost was compared to the decision tree, LR, and KNN methods, 
and then all four were analyzed. The conclusion was that the XGBoost algorithm’s 
performance accuracy increased by 2% compared to K-nearest neighbor.

3	 MATERIALS AND METHODS

This approach introduces a novel method for enhancing classification perfor-
mance by systematically integrating feature selection and ensemble learning tech-
niques within a pipeline framework.
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3.1	 Support vector machine

One of the algorithms for supervised ML is SVM [14]. The approach locates the 
ideal hyperplane in an N-dimensional space given a feature space. In an attempt 
to maximize the distance between the nearest points in each class, this hyperplane 
divides the data points into several classes. The total number of features in the data 
collection determines the hyperplane’s dimension. A hyperplane is referred to as a 
hard margin when data points can be separated perfectly. A soft margin is present 
when there is some degree of separability between the data points.

3.2	 Logistic regression

Logistic regression, the categorical dependent variable, is predicted by the simple 
and understandable supervised learning approach, LR [15]. It provides probabilistic 
values that range from zero to one. It is applied to the resolution of classification 
issues. It matches the logistic function with a “S” form, which forecasts two max-
imum values: zero and one. This reveals whether or not a gland, for example, is 
cancerous. The threshold value notion is utilized in LR. The chance of either zero 
or one is defined by the threshold value. If the value is higher than the threshold, 
it usually tends to be one. If the value is less than the threshold, it usually tends to 
be zero. An equation between x and y represents the logistic function. The formula 
represents y as a sigmoid.

	 F e x( )x � �
1

1

� 	 (1)

3.3	 K-nearest neighbor

K-nearest neighbor is a supervised learning algorithm. It relies on the basic idea 
that similar data values tend to have similar data labels. It assigns the new data point 
to the majority set within its neighbors. As a regression algorithm, it predicts based 
on the average values closest to the new point [16].

3.4	 Naïve bayes

Naive bayes based on the Bayes theorem, the NB algorithm facilitates supervised 
learning. It is applied to difficulties involving classification. This method assumes 
that all features are independent, so it is not used to learn the relationship between 
features. Bayes’ theorem is used to build a learner ML model from an available set 
of features that, given a fresh collection of attributes, forecasts the likelihood that a 
target variable will belong to a certain class [17].

3.5	 Stochastic gradient descent

It is used to optimize ML models. It uses a single random sample or batch of 
samples. Thus, it is less expensive as it processes fewer data points. The noise is 
high due to frequent updates with single or few samples. It requires less memory as 
it possesses fewer data points at a time [18]. It is less sensitive to initial parameter 
values due to frequent updates.

https://online-journals.org/index.php/i-joe


iJOE | Vol. 20 No. 14 (2024)	 International Journal of Online and Biomedical Engineering (iJOE)	 75

Novel Classification Approach for Thyroid Detection: Feature Enhanced AdaBoost Optimization with Max Voting

3.6	 AdaBoost

Adaboost ensemble model: It is an ensemble learning method. It is adaptive 
boosting. It iteratively trains the weak classifiers. With the training dataset, itera-
tively trains the weak classifier. It gives more weight to the data points that are 
misclassified [19]. In addition to boosting weak learners, getting better accuracy by 
fine-tuning hyperparameters is possible.

3.7	 GridSearchCV

Grid search optimization: In ML, models’ hyperparameters are fine-tuned using 
different techniques. grid search cross-validation is a powerful technique for tun-
ing the hyperparameters [19]. Hyperparameters guide the learning process. Prior to 
the model being trained, these parameters are set. It takes time and effort to set the 
hyperparameter settings. The procedure is automated by Grid Search CV. Every pos-
sible combination of hyperparameters is subject to a methodical evaluation of the 
model’s performance. It aids in determining the ideal combination of hyperparam-
eters. This automatically improves the performance of the model on unseen data. 
The key steps of this approach are as shown in the following architecture:

Fig. 1. System architecture

As shown in Figure 1 system architecture initially, there is assessment of the per-
formance of various ML models, including KNN, LR, SVM, NB and SGD, on the thy-
roid dataset. This evaluation is performed without any feature selection to establish 
baseline metrics such as accuracy. In the second phase, a variety of feature selection 
methods are, including information gain, chi-square, gain ratio, relief, feature selec-
tion, backward selection, recursive feature elimination, and LASSO. Each method 
is applied to identify the most relevant features for each ML model. The overall 
approach is divided into three models: model 1, model 2, and model 3.

Model 1: Filter selection methods: Filter-based feature selection techniques, such 
as information gain, Gini index, chi square, and relief, were employed in the 
first model. Using these techniques, features were chosen according to how 
statistically significant they were for the target variable.
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Model 2: Wrapper selection methods: The second model employed wrapper-based 
feature selection methods, including backward selection, forward selection, 
and recursive feature elimination. These methods involved iteratively select-
ing features based on their performance in training ML models.

Model 3: Embedded feature selection method: The third model used an embed-
ded feature selection method, specifically least absolute shrinkage and 
selection operator. LASSO performs feature selection as part of the model 
training process by imposing a penalty on the absolute size of the regression 
coefficients.

Model 4: Novel ‘FeatureBoostThyro’ model: The fourth model is the novel 
‘FeatureBoostThyro’ approach. This model combined the best feature selec-
tion method identified from the previous models with an AdaBoost ensem-
ble model. A Random Forest Classifier was used as the base estimator, and 
GridSearchCV was employed to optimize the n_estimators and learning_rate 
parameters.

Each ML model and feature selection method is evaluated, with the most effective 
method chosen based on highest accuracy across models. This method is then used 
to transform the dataset for final model training. A random forest classifier is used in 
an AdaBoost ensemble, fine-tuned with GridSearchCV for optimal parameters. The 
best AdaBoost model is tested for accuracy. The ‘FeatureBoostThyro’ approach was 
assessed on two datasets: Dew Medicare Ternity Hospital’s clinical data and the UCI 
Thyroid Disease Repository.

Fig. 2. (a) Correlation heatmap UCI and (b) Correlation heatmap DMTH

Both datasets were preprocessed with imputation, normalization, and encoding. 
Figure 2a and b show the correlation heat maps for the UCI and DMTH datasets. 
The UCI heat map highlights strong negative correlations between TSH and TBG and 
positive correlations between TT4 and T4U. The DMTH heat map reveals weak to 
moderate correlations among attributes, such as weak links between age, sex, and 
thyroid measures, and more complex relationships among TSH, T3, and T4.
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4	 RESULT AND DISCUSSION

Findings of the experiments are summarized as in Table 1 as performance of a 
secondary dataset named UCI thyroid dataset and Table 2 as performance of a pri-
mary dataset named DMTH dataset. As a key finding, the results show that different 
ML algorithms respond differently to various feature selection methods, with some 
methods improving performance, others having no effect, and some even degrading 
performance.

4.1	 Performance on secondary dataset (UCI repository)

Table 1 shows feature selection effects on ML algorithms with the UCI dataset. 
KNN’s performance varied slightly, while FBT consistently performed best, main-
taining 98.10% accuracy across most methods. Notably, NB saw significant improve-
ments with methods such as IG and chi-square. Conversely, some methods hurt 
performance, with SGD declining with chi-square and LR with several methods.

Table 1. Performance comparison of filter, wrapper and embedded feature selection method for UCI dataset

UCI Before  
IG (A0)

After  
IG (A1) (A1–A0) % UCI Before  

GI
After  

GI (A1–A0) %

SVM 94.00 96.37 2.37 SVM 94.00 94.15 0.15

KNN 96.21 96.21 0 KNN 96.21 95.10 -1.11

LR 94.63 94.15 -0.48 LR 94.63 94.31 -0.32

NB 27.17 94.15 66.98 NB 27.17 29.23 2.06

SGD 93.68 94.15 0.47 SGD 93.68 93.36 -0.32

FBT 98.10 98.10 0 FBT 98.10 98.10 0

UCI Before Chi
Square

After 
Chi Square (A1–A0) % UCI Before  

ReF
After  
ReF (A1–A0) %

SVM 94.00 96.37 2.37 SVM 94.00 94.15 0.15

KNN 96.21 96.52 0.31 KNN 96.21 95.1 -1.11

LR 94.63 94.15 -0.48 LR 94.63 94.31 -0.32

NB 27.17 94.31 67.14 NB 27.17 29.23 2.06

SGD 93.68 89.89 -3.79 SGD 93.68 94.94 1.26

FBT 98.10 98.10 0.00 FBT 98.10 98.10 0.00

UCI Before  
FS (A0)

After  
FS (A1) (A1–A0) % UCI Before  

BE (A0)
After  

BE (A1) (A1–A0) %

SVM 94.00 94.00 0.00 SVM 94.00 94.00 0.00

KNN 96.21 95.73 -0.48 KNN 96.21 95.73 -0.48

LR 94.63 94.15 -0.48 LR 94.63 94.15 -0.48

NB 27.17 94.15 66.98 NB 27.17 94.15 66.98

SGD 91.47 92.58 1.11 SGD 91.47 92.58 1.11

FBT 97.00 97.00 0.00 FBT 97.00 97.00 0.00

(Continued)
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UCI Before  
RFE (A0)

After  
RFE (A1) (A1–A0) % UCI Before  

LASSO (A0)
After  

LASSO (A1) (A1–A0) %

SVM 94.00 96.37 2.37 SVM 94.94 95.42 0.48

KNN 96.21 96.52 0.31 KNN 94.15 94.15 0.00

LR 94.63 94.15 -0.48 LR 97.16 96.84 -0.32

NB 27.17 94.15 66.98 NB 96.84 95.42 -1.42

SGD 91.47 94.15 2.68 SGD 96.05 96.52 0.47

FBT 97.00 97.47 0.47 FBT 97.47 95.58 -1.89

The findings show that feature selection techniques can significantly affect how 
well ML algorithms function. NB, in particular, benefits greatly from feature selec-
tion, especially with methods such as IG and chi-square, demonstrating substantial 
performance improvements. In contrast, other ML algorithms show more varied 
responses, with some showing improvements, some remaining unaffected, and 
others experiencing performance drops.

4.2	 Performance on primary dataset (DMTH dataset)

Table 2 highlights that traditional ML algorithms such as SVM, KNN, LR, and NB 
show little to no improvement with feature selection, while SGD benefits from sev-
eral methods, and FBT consistently performs well. FBT’s performance remains stable 
across various feature selection methods, whereas SGD shows improvements of 3.23% 
to 5.81% with some methods, despite a slight decrease with LASSO. LR’s performance 
drops with certain methods, and some methods negatively affect specific algorithms.

Table 2. Performance comparison of filter, wrapper and embedded feature selection method 
for DMTH dataset

DMTH Before  
IG (A0)

After  
IG (A1) (A1–A0) % DMTH Before  

GI (A0)
After  

GI (A1) (A1–A0) %

SVM 87.10 87.10 0 SVM 87.10 87.10 0

KNN 91.61 91.61 0 KNN 91.61 91.61 0

LR 81.29 81.29 0 LR 81.29 81.29 0

NB 78.71 78.71 0 NB 78.71 78.71 0

SGD 76.13 80.65 4.52 SGD 76.13 80.00 3.87

FBT 97.42 97.42 0 FBT 97.42 97.42 0

DMTH Before Chi
Square (A0)

After Chi
Square (A1) (A1–A0) % DMTH Before  

ReF
After  
ReF (A1–A0) %

SVM 87.10 87.10 0 SVM 87.10 87.10 0
KNN 91.61 91.61 0 KNN 91.61 91.61 0
LR 81.29 81.29 0 LR 81.29 81.29 0
NB 78.71 78.71 0 NB 78.71 78.71 0
SGD 76.13 80.65 4.52 SGD 76.13 81.94 5.81
FBT 97.42 97.42 0 FBT 97.42 97.42 0

(Continued)

Table 1. Performance comparison of filter, wrapper and embedded feature selection method 
for UCI dataset (Continued)
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DMTH Before  
FS (A0)

After  
FS (A1) (A1–A0) % DMTH Before  

BE (A0)
After  

BE (A1) (A1–A0) %

SVM 85.16 85.16 0 SVM 85.16 85.16 0

KNN 90.32 90.32 0 KNN 90.32 90.32 0

LR 83.87 81.94 -1.93 LR 83.87 81.94 -1.93

NB 80.65 82.58 1.93 NB 80.65 82.58 1.93

SGD 79.35 82.58 3.23 SGD 79.35 83.23 3.88

FBT 97.42 97.42 0 FBT 97.42 97.42 0

DMTH Before  
RFE (A0)

After  
RFE (A1) (A1–A0) % DMTH Before  

LASSO (A0)
After  

LASSO (A1) (A1–A0) %

SVM 85.16 85.16 0 SVM 87.10 87.10 0

KNN 90.32 90.32 0 KNN 89.68 89.68 0

LR 83.87 83.87 0 LR 83.87 83.87 0

NB 80.65 80.65 0 NB 80.65 80.65 0

SGD 79.35 83.87 4.52 SGD 82.58 82.23 -0.35

FBT 97.42 98.71 1.29 FBT 98.71 97.83 -0.88

4.3	 Performance evaluation

A variety of evaluation criteria, such as accuracy, precision, recall, f1 score, and 
others, are available to assess how well ML models perform [19]. Accuracy was the 
evaluation metric employed in this investigation. How well a classifier can estimate 
the total population with or without thyroid depends on its accuracy.

	 Accuracy
N

 = 
T TP

TP FP TN FN

+
+ + +

	 (2)

Where TP, TN, FP, and FN are defined as follows:

•	 True positive (TP): The diagnostic model yields positive test results for thyroid, 
and the patient has thyroid.

•	 False positive (FP): The diagnostic model gives a positive test result for thyroid, 
and the patient has no thyroid.

•	 True negative (TN): The diagnostic model gives negative test results for thyroid, 
and the patient has no thyroid.

•	 False negative (FN): The diagnostic model gives negative test results for thyroid, 
and the patient has thyroid.

Figures 3–5 demonstrate that the effectiveness of feature selection methods can 
vary significantly between different ML algorithms when using the DMTH dataset. 
However, the consistently high performance of the novel FBT method suggests that 
it is a reliable choice across various scenarios.

Table 2. Performance comparison of filter, wrapper and embedded feature selection method 
for DMTH dataset (Continued)
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Fig. 3. Performance of model 1 (DMTH)

As shown in Figure 3 performance of model 1 varied across different filter meth-
ods, with SVM and KNN showing relatively higher accuracy.

Fig. 4. Performance of model 2 (DMTH)

As shown in Figure 4, wrapper methods generally provided improved perfor-
mance, with RFE often yielding the best results among this category.

Fig. 5. Performance of model 3 (DMTH)
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As shown in Figure 5, the LASSO method demonstrated competitive performance, 
particularly with logistic regression.

Overall, the proposed ‘FeatureBoostThyro’ model based on the AdaBoost 
model, optimized using GridSearchCV, demonstrated superior performance 
across all metrics compared to the individual ML models. The use of the best 
feature set from previous evaluations significantly improved the performance of 
the FBT model.

The performance of all three models was also evaluated using the UCI dataset. 
Figures 6–8 highlight the robustness and reliability of these ML algorithms when 
combined with different feature selection methods in terms of accuracy.

Fig. 6. Performance of model 1 (UCI)

Fig. 7. Performance of model 2 (UCI)

Fig. 8. Performance of model 3 (UCI)
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Trends observed on the secondary dataset are:

•	 Model 1 (filter methods): SVM and KNN performed better among the individ-
ual filter methods, as shown in Figure 6.

•	 Model 2 (wrapper methods): Wrapper methods again showed improved 
performance, with RFE often leading as sown in Figure 7.

•	 Model 3 (embedded method-LASSO): LASSO provided robust results, particu-
larly with LR as shown in Figure 8.

As shown in the results for all models, the proposed FBT method outperforms all 
other methods.

Table 3 shows the comparative analysis of the proposed FBT with state-of-the-art 
methods in terms of accuracy metrics.

Table 3. Performance comparison of proposed FBT with the state of art methods

Author Algorithm F S Method Used Dataset Accuracy

A. K. Chaudhuri et al. 
(2021) [17]

NB, SVM, LR, DT, RF, 
GDB Extra Tree

Information Gain, Relief F, 
Gain Ratio, One R

UCI 90.32%

R. Chaganti et al. (2022) [10] RF, LR, SVM, AD, GB, LSTM, CNN FS, BFE, BiDFE, Extra Tree, CNN UCI 97.00%

T. Alyas et al. (2022) [1] KNN, ANN, NB, RF UCI 94.80%

Proposed FeatureBoostThyro 
(FBT) Method

AdaBoost Ensemble with 
GridSearchCV

Information Gain, Gain Index, 
Chi-Square, Relief F, FS, BFE, 
RFE, LASSO

UCI 98.10%

DMTH 98.71%

5	 CONCLUSIONS

In the rapidly evolving field of medical diagnostics, accurate and early detection of 
diseases is crucial for effective treatment and improved patient outcomes. Advances in 
predictive modeling and ML are playing a transformative role in enhancing diagnos-
tic capabilities. Among these innovations, the ‘FeatureBoostThyro’ approach stands 
out for its promising results in thyroid disease prediction. The ‘FeatureBoostThyro’ 
approach, which combines comprehensive feature selection with an optimized 
AdaBoost ensemble model, demonstrates significant improvements in thyroid disease 
prediction across diverse datasets. The novelty of this approach lies in its integrated 
pipeline that ensures the selection of the best features, systematic model training, and 
rigorous evaluation. The enhanced performance metrics, especially accuracy, highlight 
the potential of this method in clinical settings for early and accurate thyroid disease 
detection. Future work could explore the application of this approach to other diseases 
and the integration of additional data sources to further improve prediction accuracy.
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