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PAPER

Enhancing Cybersecurity in Wireless Sensor Networks: 
Innovative Framework for Optimized Data Aggregation

ABSTRACT
The various cyberattacks in wireless sensor networks (WSNs) have made confidentiality and 
data integrity as crucial principles in data aggregation. Therefore, several applications are 
presented to control the sharing of data and information as well as the associated cyberse-
curity aspects that must be preserved during data transfer. Most cybersecurity breaches that 
occur these days are categorized as cyberattacks. The WSN’s resource-constrained architec-
ture makes cybersecurity lapses and insider attacks possible. This study proposes a novel tech-
nique named multi-objective pigeon-inspired optimal long short-term memory (MPI-OLSTM) 
networks to develop the data aggregation in cybersecurity model. Initially, the WSN-detection 
systems (WSN-DS) dataset is collected and pre-processed using min-max normalization. For 
extracting features, the principal component analysis (PCA) is employed. The model’s pre-
dictive power is assessed using the following metrics: accuracy (96.5%), precision (92.3%), 
and recall (90.4%). The findings demonstrate that, in comparison to existing techniques, our 
approach yielded more accurate results.

KEYWORDS
cybersecurity, wireless sensor networks (WSNs), data aggregation, data transfer, cyberattack

1	 INTRODUCTION

In recent years, wireless sensor networks (WSNs) have gathered significant 
researcher attention, encouraging a need for complete exploration and in-depth 
understanding of the domain. As we know, WSNs include a limited number of sen-
sor devices collaborating to execute tasks such as data transmission, environmental 
sensing, and decision-making [1]. Due to the numerous ways in which these sensors 
might be attacked, data security is becoming more and more crucial. There are a lot 
of sensor nodes in the WSNs with limited resources because of their design. WSNs 
might be vulnerable to various threats [2]. Maintaining transmitted data secure and 
unaffected by unauthorized access is the goal of cybersecurity. Unauthorized access 
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to data is caused by lax security protocols. Inappropriate access to sensitive data might 
have more costly effects for an Internet of Things (IoT)-using organization. Strong 
authentication, data encryption, monitoring tools, and other methods are some of 
the ways to prevent unwanted access [3]. The cybersecurity issues associated with 
WSN’s open characteristics make it simpler for an attacker and intruder to access the 
network during network connections along with information transmission. When 
used as a general security technique, anomaly detection can quickly identify clues 
that point to the presence of malicious data modification and unauthorized data 
interceptions during transmission [4]. The qualified medical practitioner is given the 
text data for remote diagnosis when it has been authenticated [5]. The transmission 
of medical text data across an open communication channel makes it quite vulner-
able to cybersecurity and privacy breaches. [6] This paper tries to analyze many of 
the available cyberattack datasets and compare them with many of the fields that 
are used to detect and predict cyberattack, such as the IoT traffic-based, network 
traffic-based, cyber-physical system, and web traffic-based. [7] This study paper 
presents novel and effective solution for predicting denial-of-service (DoS) and DDoS 
attacks in network security scenarios is presented in this work by employing an 
effective model, called CNN-LSTM-XGBoost, which is an innovative hybrid approach 
designed for intrusion detection in network security. [8] The objective of this review 
paper was to determine the documented security risks that are related to the use of 
graphical passwords, together with the measures that have been taken to prevent 
them. The study identifies several critical issues related to cybersecurity with respect 
to WSNs. Due to resource constrained architecture, there is chance of cyber-attacks. 
The study identifies the need for robust data aggregation methods that maintains 
integrity and confidentiality in highly vulnerable environments. This work devel-
ops the data aggregation cybersecurity model utilizing deep learning (DL) networks 
and suggests a unique method called multi-objective pigeon-inspired optimal long 
short-term memory (MPI-OLSTM), which aims to improve the predictive accuracy, 
precision, and recall in detecting cyber-attacks within WSNs. The proposed model 
also introduces innovative techniques for data preprocessing and feature extraction, 
further contributing to the robustness and efficiency of the cyber-security system.

The paper’s sections are as follows: Section 2 offers a review of the literature and 
a presentation, along with a detailed explanation of the recommended technique, 
which are provided in Section 3. Discussion of experimental datasets and simulation 
findings are in Section 4. Section 5 concludes the study and offers suggestions for 
more research.

2	 LITERATURE REVIEW

The research presented in [9] introduces a feature selection technique, termed 
rule-based particle swarm optimization (RBPSO), which integrates PSO and fuzzy 
neuro-genetic classification algorithm (FNGCA) for enhancing WSN security. 
Meanwhile, [10] explores the application of machine learning (ML) techniques in 
IoT for smart city development. [11] investigates node behavior assessment, trust 
level evaluation, and abnormal node identification to combat selection forwarding 
attacks. The authors in [12] introduce hierarchical chimp optimization (HChOA) for 
multi-hop routing and clustering tasks. Additionally, [13] proposes a novel authen-
tication method for secure data connection in multi-gateway IoT-enabled WSNs. 
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The authors in [14] suggest an intrusion detection system (IDS) utilizing ML architec-
tures and integrated secure medium access control (MAC) principles. [15] addresses 
a cybersecurity multi-class classification issue for attack detection, focusing on multi-
node data censoring. [16] presents a strategy for clustering quality of service (QoS) 
based on trust for secure data transport. [17] compares ML classification techniques 
for WSN cyber-attack detection. Authors in [18] introduce the fuzzy analytical hier-
archy process (AHP) for enhancing security control analysis. Authors in [19] propose 
ANT particle swarm optimization ad hoc on-demand distance vector (ANTPSOAODV) 
for safe information gathering. [20] evaluates network aspects and recommends 
information aggregation using a male lion optimization algorithm (DA-MOMLOA). 
Finally, [21–28] devises the safe aggregation and transmission scheme (SATS) for 
secure and lightweight data transmission.

3	 PROPOSED WORK

The suggested cybersecurity system utilizes a hybrid model combining both DL 
and ML techniques. Figure 1 depicts the architecture of the proposed system.

Fig. 1. Proposed system structure

The flowchart for the proposed cybersecurity system using the MPI-OLSTM algo-
rithm follows the steps in Figure 2:
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Fig. 2. Flowchart of the multi-objective pigeon-inspired optimal long short-term  
memory (MPI-OLSTM) algorithm

3.1	 Data collection

The dataset utilized in this study, WSN-detection systems (WSN-DS), is specifi-
cally designed for WSNs employing hierarchical clustering architectures. Insider 
attacks manifest in four distinct forms: flooding, TDMA scheduling, black hole, and 
gray hole. In a gray hole attack, cluster heads (CHs) deliberately or randomly dis-
card segments of communication packets before transmitting them to a base sta-
tion (BS), constituting a form of DoS attack. Black hole attacks involve malicious 
CHs discarding all packets destined for the BS, effectively obstructing communi-
cation, also categorized as DoS attacks. Flooding occurs when malevolent nodes 
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masquerade as CHs and continuously transmit signals, depleting the energy of 
neighboring sensors. Malicious CHs may utilize TDMA scheduling to assign multi-
ple cluster members to the same time slot, leading to packet collisions and subse-
quent data loss.

Table 1. Summary of dataset

Type of Data Group Volume Percentage (%) Total

The initial unbalanced dataset Gray hole 340,066 90.77

374,661

Normal 14,596 3.90

Flooding 6,638 1.77

Black hole 10,049 2.68

Scheduling 3,312 0.88

Balanced Dataset Extracted Normal 13,000 50

26,000

Black hole 3,250 12.5

Gray hole 3,250 12.5

Flooding 3,250 12.5

Scheduling 3,250 12.5

For our simulations, we created a balanced dataset by extracting a representa-
tive subset from the original WSN-DS dataset, which contained 374,661 samples, 
as detailed in Table 1. In this balanced version, there are 3,250 samples for each 
of the four types of attacks, along with the standard samples, resulting in a total of 
26,000 data points. Balancing the dataset was crucial to prevent bias during model 
training and ensure the model’s ability to detect all types of attacks with equal 
effectiveness.

3.2	 Data preprocessing using min-max normalization

Min-max normalization, also referred to as min-max scaling, involves adjusting 
the range of initial data linearly. This straightforward technique ensures that the 
data is accurately scaled to fit within a predefined range. Normalization is vital in 
ML models, particularly in neural networks, as it prevents any feature from dom-
inating due to its larger scale, thereby improving model convergence and stability 
during training. Employing the min-max normalization method, as described by 
equation (1).

	 � �
��

�
�

�

�
� �A

A valueof A

Max
D C C

min� � �

�
* ( ) � 	 (1)

In the context where ′A  represents a set of min-max normalized data, the pre-
defined boundaries [C, D] should be used if A represents the original data range and 
D is the specific data point being considered.
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3.3	 Utilizing principal component analysis for feature extraction

Principal component analysis (PCA) is a feature extraction technique aimed at 
reducing the dimensionality of data while preserving variance information. Its pri-
mary objective is to identify correlations between data points and eliminate those 
with strong correlations, thereby reducing dimensionality. This process ultimately 
decreases the number of input features, leading to a reduction in model parameters 
and improved computational efficiency. PCA was particularly chosen for this study 
due to its ability to enhance the training speed of the DL model and reduce over-
fitting by eliminating redundant features. PCA involves several key stages, starting 
with data standardization. This stage ensures that all data points fall within the same 
range to prevent significant errors caused by outliers. The standardization formula, 
represented by equation (2), is as follows:

	 W
new�
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� �
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	 (2)

The next stage in PCA is the calculation of the covariance matrix, which helps 
determine the correlations between data points. Equation (3) represents the 
covariance matrix.
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3.4	 Classification using multi-objective pigeon-inspired optimal long 	
short-term memory

The objective of this study is to devise a model aimed at safeguarding sensor-level 
WSN in data security, facilitating both sensor authentication during communica-
tion and the protection of gathered information from cyber threats. The researchers 
focused on WSN cybersecurity, identifying prevalent WSN attacks and establishing 
cybersecurity requirements tailored for WSN to achieve their objective. They specif-
ically examined WSN applications in agricultural contexts and explored the utiliza-
tion of public key infrastructure alongside symmetric and asymmetric cryptography 
in constructing their model. Through the integration of MPI-OLSTM, they aimed to 
enhance WSN cybersecurity while ensuring robust data protection and efficient 
network performance.

Optimal long short-term memory. In the fundamental process of DL, the aim 
is to minimize the error function between the computed value and the actual value. 
This involves deeply training the weight parameter matrix and bias parameter across 
numerous neural networks. Each parameter’s loss function requires computation, 
incurring significant computational costs. The gradient descent approach is com-
monly employed to address the gradient issue, simplifying the computation process 
by converting the global gradient solution into a local gradient solution. Figure 3 
depicts the optimal structure of OLSTM. OLSTM technology has led to substantial 
advancements in various domains such as natural language processing, image 
description, and speech recognition.
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Fig. 3. Optimal long short term structure

The primary function of the forgetting gate is to control the weight of the internal 
self-recurrent connection. Its activation function, typically a tanh function, ensures that 
the weight parameter remains between 0 and 1, maintaining the same output shape 
for the previous internal state Ct-1. The input gate, also referred to as the memory gate, 
is responsible for identifying the current memory state. It is utilized to pointwise multi-
ply with the output of the forgetting gate to obtain the previous memory state. By com-
bining the forgetting gate and the memory gate, the subsequent hidden state value, 
represented by the output gate, is determined. The update technique for the internal 
recurrent state in an OLSTM is expressed through equations (4), (5), (6), (7), and (8).
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1
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	 gs = tanh (Ds)rs	 (8)

Equation (4) represents the relationships between various variables in the OLSTM 
model. Specifically, it denotes the current input as ws , while the hidden states at time t 
and (S-1) are denoted by gs and gs-1 respectively. The forgetting gate is represented by es, 
the input gate by hs, and the output gate by rs. The weight variables in the self-recurrent 
connection are denoted by V, X, and A. The hyperbolic tangent activation function is 
represented by tanh(.), while the sigmoid activation function is denoted by σ (.).

Algorithm 1: OLSTM

Import library
Load dataset
Dataset should be normalized to values between 0 and 1
Configure the optimization, lstm units, input and output units.
For epochs and batch_size do
  Train the LSTM network
End for
Make security
Calculate root mean squared error
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Multi-objective pigeon-inspired optimization. The program is constructed 
based on the distinct homing behavior of pigeon flocks, aiming to simulate their nav-
igational patterns to discover optimal solutions to optimization problems. Pigeons 
rely on three key reference variables for their navigation: (1) the sun’s position, influ-
encing their ability to navigate and determine homing direction; (2) the geomagnetic 
field, detected through a magnetic induction architecture in their upper beaks, guid-
ing their flight direction; and (3) topographical landmarks, which expedite homing 
when present in the terrain.

Algorithm 2: MPI

1.	Input: OLSTM Model Parameters
2.	Output: Optimized Model Parameters
3.	Steps:

•	 Initialize a population of pigeons with random positions and velocities.
•	 Apply geomagnetic field and landmark navigation rules as defined by equations (9) to (14).
•	 Evaluate the fitness of each pigeon based on the model performance.
•	 Update pigeons’ positions and velocities iteratively to converge towards optimal parameters.
•	 Return the optimized model parameters.

Pigeon flocks utilize two primary methods for homing navigation, employing 
various navigational aids depending on flying conditions. They rely on the geomag-
netic field to determine direction and utilize prominent landmarks as indicators 
when nearing their destination. Equations (9), (10), (11), (12), (13), and (14) represent 
these navigational principles.
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Establish a pigeon group in D-dimensional space with M individuals; 
X X X X X XiN
i i i i i

N� �� �1 2 3, , , ,� � �  represents the location of the ith (i = 1, 2, 3, …, M) bird in 
the population; the function fitness X

i
N represents the pigeon’s fitness, whereas NMAX1 

and NMAX2 denote the geomagnetic compass and landmark operators, respectively, 
and V V V V V

i i i i i
N� �� �1 2 3, , , ,� � �  represent the ith pigeon’s speed. The geomagnetic com-

pass operator is fundamental for every pigeon in the system. It relies on a center point, 
denoted as a landmark, which follows the Nth iteration and is represented by the 
parameter XNC. The fitness function is denoted by A. The number of remaining pigeons 

https://online-journals.org/index.php/i-joe


iJOE | Vol. 21 No. 1 (2025)	 International Journal of Online and Biomedical Engineering (iJOE)	 159

Enhancing Cybersecurity in Wireless Sensor Networks: Innovative Framework for Optimized Data Aggregation

after the Nth iteration is denoted by B. There are two distinct approaches for solving the 
problem: Max-os (maximum ideal solution) and Min-os (minimum optimal solution). 
When the NMAX2 iteration is reached in the loop, the landmark operator ceases oper-
ation and reports the most effective solution that has been modified up to that point.

4	 RESULT AND DISCUSSION

In the experimental setup, the evaluation of the proposed MPI-OLSTM algorithm 
was conducted on Windows 10, which serves as the operating system, while 
MATLAB R2017b is executed on an Intel i5 CPU with 16 GB of RAM. The evaluation 
involves comparing the MPI-OLSTM algorithm with existing methods such as sup-
port vector machine (SVM) [20] and decision tree (DT) [20]. Parameters under con-
sideration include accuracy, precision, and recall concerning the quantity of active 
and inactive nodes, as outlined in Table 2.

Table 2. Numerical outcomes of classification methods

Methods Accuracy (%) Precision (%) Recall (%)

SVM [20] 65.95 67.50 69.85

DT [20] 77.89 75.37 78.59

MPI-OLSTM [Proposed] 96.5 92.3 90.4

Accuracy is a measure of how well a measurement reflects the true, known value. 
It quantifies the agreement between multiple measurements of the same object. It is 
calculated by dividing the number of accurate predictions by the total number of pre-
dictions made. Figure 4 displays the accuracy rates for both the suggested and exist-
ing methods. The proposed classifier achieved the highest classification accuracy at 
96.5%, surpassing the performance of the two existing algorithms, SVM (65.95%) and 
DT (77.89%). This demonstrates the superior accuracy of the MPI-OLSTM method.

Fig. 4. Comparison of the accuracy
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Precision refers to the ability of a value to convey information based on its digits,  
indicating the degree of agreement between multiple measurements. Figure 5 com-
pares the precision analysis of the suggested and existing approaches. The MPI-
OLSTM method proposed achieved a precision of 92.3%, outperforming the SVM 
and DT methods, which achieved 67.50% and 75.37% respectively.

Fig. 5. Comparison of the precision

Recall, also known as the positive predictive coefficient, represents the ratio 
between the total number of positive predictions and the true positive (TP) values. 
Figure 6 presents a comparison of recall between the recommended and existing 
techniques. The MPI-OLSTM method proposed achieved a recall of 90.4%, surpass-
ing the recall values of other existing methods. Specifically, the SVM and DT methods 
obtained recall values of 69.85% and 78.59%, respectively.

The algorithm’s capability to predict correctly depends on high accuracy. The high 
precision reflects how MPI-OLSTM efficiently minimizes false positives by improvis-
ing the reliability of the detection system. MPI-OLSTM effectively identifies attacks 
due to a high recall rate.

The improved performance of MPI-OLSTM has shown major implications 
wherein it proposes improved performance in cybersecurity by facilitating a more 
reliable solution for detecting and mitigating cyber insider attacks in WSNs, hence 
improving network security and decreasing cyberattack risks. The operational 
efficiency is achieved due to high precision and recall by reducing false positives, 
improving detection in critical attacks, which speeds up threat response.

MPI-OLSTM overcomes existing methods such as SVM and DT in several ways. 
While SVMs struggle with complex, high-dimensional data and large datasets. MPI-
OLSTM, which utilizes DL and optimization techniques, handles these challenges 
more effectively. DTs often suffer from overfitting and may not perform well with 
large, complex datasets. In contrast, MPI-OLSTM’s capability to learn complicated 
patterns and optimized parameters offers a more robust and adaptable solution.
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Fig. 6. Comparison of the recall

5	 CONCLUSION

This paper has suggested a unique data cybersecurity method called MPI-OLSTM 
to protect data aggregation in WSNs. The suggested method makes use of MPI-OLSTM 
to provide more data in less time. The suggested system performs comparably to 
other comparable systems in terms of processing time and energy consumption, 
indicating its applicability for safeguarding information aggregation. The outcomes 
of MPI-OLSTM included achieving accuracy (96.5%), precision (92.3%), and recall 
(90.4%). The created secure protocol has applications in the military, including bor-
der cybersecurity, enemy line surveillance, and WSNs that are made up of several 
sensor nodes that are utilized in vital infrastructures such as the electricity, water, 
and communication industries. The outcomes demonstrate the approach’s poten-
tial and show improvements in WSN lifetime, dependability, and efficiency. Future 
research could extend MPI-OLSTM to IoT and smart city applications, enhance real-
time detection, and improve scalability. Integrating technologies such as blockchain 
and optimizing efficiency will further strengthen the model.
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