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PAPER

Evaluation of Optimization Algorithms for Use 
in a Mobile App Aimed at Learning Autotuning 
of PID Controllers for Engineering Students

ABSTRACT
Most research in the field of optimization algorithms related to automatic control, both in 
Hessian and quadratic methods, does not pay enough attention to computational efficiency 
in data processing, especially in mobile applications on smartphones where their resources 
are limited. This study seeks to identify the most efficient algorithm in terms of resource con-
sumption for autotuning of PID (proportional, integrator, derivative) controllers in a mobile 
app aimed at learning engineering students. The BFGS (Broyden-Fletcher-Goldfard-Shanno), 
simulated annealing, genetic, conjugate gradient, and PSO (particle swarm optimization) 
algorithms were evaluated. The descriptive scope research and quasi-experimental design 
showed that the BFGS algorithm is highly efficient and suitable for autotuning of PID control-
lers in mobile applications, demonstrating consistency in the use of resources with different 
numbers of testing samples. This study validates a useful optimization method to develop a 
mobile app that simulates the tuning of PID controllers, being useful for learning topics about 
automatic control of industrial processes, which allows closing gaps in accessibility and educa-
tional availability for engineering students. Future studies should focus on developing mobile 
applications that use smartphone sensors to generate signals in real time and integrate them 
with augmented reality environments to build immersive and interactive autotuning systems.
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1	 INTRODUCTION

The use of mobile device technology represents new possibilities for teaching and 
learning, even in communities where traditional education services are limited [1]. 
This trend of moving from the universe of fixed technologies to mobile communi-
cation networks, and the way in which people use these wireless devices is causing 
an educational revolution [2]. The true value of mobile devices in education lies in 
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their ability to allow students to share information, communicate, collaborate, and 
innovate using easily accessible tools beyond their simple portability [3], [4]. This boom 
has transformed paradigms in traditional education, highlighting the importance of 
improving and analyzing in depth student interactions with mobile technology [5]. 
In the midst of this highly technological scenario, mobile learning arises, as that which 
uses these devices, and through them, allows the generation of new learning expe-
riences [6]. The impact and immersion of mobile devices in society is beginning to 
break into education, with M-Learning standing out as a trend to be implemented in 
higher education [7]. When we talk about M-Learning, we refer to a type of learning 
that is supported by technology and that can be carried out at any time and place, not 
only for the simple transmission of knowledge but also to promote the development of 
various technological strategies [8]. In this sense, new ways of transferring knowledge 
together with mobile technologies better promote the assimilation of knowledge [9].

This new scenario makes the use of technologies predominant by enabling person-
alized and self-regulated learning in students, particularly when using mobile devices 
in the simulation of different topics [10], improving learning, and effectively transmit-
ting essential content throughout the educational process [11]. For higher education stu-
dents, developing their skills is not only limited to acquiring theoretical knowledge, but 
what is most relevant is putting these theories into practice [12]. A particular case is its 
application in subjects linked to the learning of automatic control, whose conceptualiza-
tion provides students with cognitive and instrumental tools to contribute technologi-
cal developments and applications to various productive sectors [13]. The control and 
supervision of industrial processes are daily operations carried out by a professional in 
the engineering area in real time for the exploration of a plant, which therefore requires 
closing gaps regarding insufficiencies in the teaching and learning process [14].

There are various industrial processes in which it is necessary to supervise and 
control variables, which are generally done through so-called PID controllers (pro-
portional, integrator, derivative), and which to obtain maximum performance must 
be determined for each plant or process. This is called controller tuning [15]. This 
results in profit values being established by the trial and error method, with the con-
sequent consumption of time and loss of production during said process [16]. In prac-
tice, it is quite difficult to meet all the desired requirements. For example, a controller 
that is tuned for fast responses usually results in overshoots when disturbed; on the 
other hand, if the control system is made robust, tuning the controller with gains 
conservatively, the response of the system to normal changes is slow [17]. To improve 
the performance of the controllers, optimization techniques have been adapted that 
modify traditional tuning strategies, so in the comparative analysis of these optimi-
zation algorithms the total number of iterations, the execution time, and of the algo-
rithms, the amount of memory in use, and the integral mean square error (ISE) [18].

In this sense, the purpose of this paper is to identify the most efficient optimiza-
tion algorithm in terms of resource consumption in the automatic search or auto-
tuning of the constants of a PID controller for use in a mobile app developed for 
learning the tuning of controllers in engineering students. The algorithms evaluated 
are BFGS (Broyden-Fletcher-Goldfard-Shanno), the simulated annealing algorithm, 
the genetic algorithm, the conjugate gradient algorithm, and the PSO (particle swarm 
optimization) algorithm. The research method is descriptive in scope with a quasi- 
experimental design. The study is based on a comparative analysis of efficiency indi-
cators such as “number of iterations,” “execution time,” and “amount of memory in 
use” that generate better performance of the PID controller based on the integral indi-
cator of the squared error medium (ISE). Tests were performed on randomly generated 
synthetic data in Python and evaluated on first, second, and third-order control sys-
tems via Google Colab-T4 GPU, initially. Then the performance of the PID controller was 
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evaluated only in the algorithm identified as the one that consumes the least resource 
on the server that processes the backend of the mobile app. The contribution of this 
study is to validate an optimization technique that is used to develop a mobile app 
useful in the simulation of PID controller tuning, and that contributes to closing gaps 
regarding the difficult accessibility to simulation tools that currently exist and that pay-
ment is required for its use. On the other hand, being a mobile app will allow students 
and users to practice and learn at any time, adapting to their specific educational needs 
and providing portability, since currently what exists are simulation tools for use on 
computers or laptops but not on smartphones. It is important to keep in mind that most 
studies concerning the topic of optimization algorithms do not pay enough attention to 
computational efficiency during the execution of data processing [19]. In accordance 
with what was described above, the following research questions are posed:

•	 RQ1: What is the optimization algorithm that presents the best efficiency in terms 
of resource consumption during the autotuning process of a PID controller?

•	 RQ2: What is the efficiency of PID controller autotuning when using the most 
efficient optimization algorithm when performed on the server processing the 
mobile app backend?

2	 CONCEPTUAL	FRAMEWORK

In this conceptual framework, we will address the theoretical aspects linked to 
optimization algorithms and their use in controller tuning. Figure 1 shows the archi-
tecture that illustrates how the automatic tuning of the PID controller works, where 
J(ψ) represents the objective function, y(t) is the process output, and e(t) is the error 
between the reference and the measured output. PID is the controller structure, while 
Kc is the proportional gain, Ti is the integral time, and Td is the derivative time. The 
optimization algorithm is incorporated for the control loop, providing optimal values 
for Kp, Ti, and Td, depending on the dynamic response of the plant or process [20].

min J(ψ)

PID

Process model

K
p T

i
T
d

e(t) u(t)

y(t)

Fig. 1. Architecture of the method for automatic tuning of the PID controller

In this sense, tuning a PID controller involves solving equation 1 [14], thus iden-
tifying an optimal vector defined by ψ = [Kp, Ti, Td].
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Furthermore, equation 2 [21] represents the expression of the control signal u(t), 
which is determined by the error signal e(t) and the value of the PID controller constants.
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If the system associated with the objective function J(ψ) is nonlinear, in general 
there is no known analytical solution to the optimization problem posed, so one way to 
solve it is through optimization algorithms [20]. It is important to note that there is no 
universal optimization algorithm, but rather a collection of algorithms in which each 
one is best suited to a particular type of optimization problem, and where the choice of 
the appropriate algorithm for a specific application will depend on whether the prob-
lem is solved quickly or slowly and, indeed, whether the solution can be obtained [22].

One of these optimization algorithms is the BFGS algorithm, defined as a type 
of quasi-Newton algorithm; it is based on approximating the Hessian of the objec-
tive function at each point ∇2 f (xk) by another matrix Bk [23]. The advantages lie 
in using only the first derivatives in the Bk approximation, and consequently, the 
search direction can be calculated with lower computational cost [24]. BFGS specif-
ically uses the momentum implicitly incorporated in the Bk matrices, and instead of 
imposing conditions on the approximations of the Hessian Bk, we impose conditions 
on the inverse of the Hessian Hk, as shown in equation 3 [22].
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Developing the BFGS update formula results in the following expression, as 
shown in equation 4 [22]. The solution for Hk is expressed in equation 5 [22].

 H
H y

s y

s s

s y

s y H H y s

sk

k

T

k k

k

T

k

k k

T

k

T

k

k k

T

k k k k

T

�
� �
�

�
��

�

�
�� �

�
1 1BFGS

y

kk

T

k
y

�

�
��

�

�
��  (5)

On the other hand, there is the Simulated Annealing algorithm, which is a proba-
bilistic algorithm inspired by metallurgical annealing, which is a controlled cooling 
technique to reduce defects [25]. The algorithm is formally described as follows: 
it starts with a random solution xp, then a random neighbor solution xn is gener-
ated in each iteration. The difference between the values of the objective function  
∆f = f(xn) - f(xp) is then calculated. If the neighbor solution is a better solution (i.e., the 
objective function is improved), then it will replace the current solution [26].

Likewise, there is also the genetic algorithm, which is a blind search method 
because they do not have more information about the problem to be solved than that 
obtained from the objective function used [27]. This algorithm works in a similar way 
to the reproduction of living beings; that is, an analogy is made in which each of the 
genes on each chromosome represents one of the variables of the solution. In this way, 
the objective function is evaluated with the values of the variables corresponding to 
the individual [28]. They carry out the solution search process through three stages: 
selection, crossover, and mutation; in selection, the algorithm chooses the best chro-
mosomes that will be mutated to generate a new population of processed individuals 
[29]. In crossing, the best individuals are combined so that their offspring inherit char-
acteristics from both parents, while mutation introduces random changes in some 
genes, exploring new areas of the search space not reached by other operators [30].

On the other hand, there is the conjugate gradient algorithm, which is widely 
used in various types of problems due to its rapid convergence and low computa-
tional cost, and can be applied to the resolution of linear systems, including systems 
of normal equations [31]. This algorithm is a variant of the maximum or gradient 
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descent method, where the matrix is required to be symmetric and positive definite 
of size n × n. This allows finding a solution to the system Ax = b by minimizing 
the function; thus, in the conjugate gradient method, a single optimal solution of 
the value of x must be found for the system of equation 6 [32].

 x
k k k k

x d
�
� �1 �  (6)

In which it starts with x0 of any value to approach the optimal solution. The 
direction d0 will be equal to r0 defined by equation 7 [32], where r is the residual value.

 � � � � �f Ax b r
k

( )x  (7)

Finally, there is the PSO algorithm, which is a nature-based metaheuristic algorithm 
that adopts the social behavior of creatures such as schools of fish and flocks of birds 
[33]. The PSO algorithm imitates animal social behavior but does not require a leader 
in the group to achieve the objective; when the flock of birds goes to find food, they do 
not require any leader; they go with one of the members who is in the position closest 
to the food [34]. In this algorithm, in each iteration, new positions are obtained for the 
particles through a speed that is determined, considering the best global position and 
the best current position of each particle [35]. Each particle will go through the search 
space, based on its experience and adjusting its knowledge according to the best result of 
the most successful in the swarm thus, each particle symbolizes a possible solution [36].

3	 METHODOLOGY

3.1	 Scope	and	research	design

The research has a descriptive scope, and its design is quasi-experimental. It 
is descriptive in scope because it focuses on systematically observing, calculating, 
and describing the averages of the resource use indicators linked to efficiency in 
terms of resource consumption, such as “number of iterations,” “execution time,” 
and “quantity of memory in use,” that generate better performance in the automatic 
tuning processes of the PID controller based on the “ISE” indicator. Thus, provid-
ing a detailed comparison of optimization algorithms without seeking to establish 
direct causal relationships. Likewise, it is also of a quasi-experimental type in that 
the computational efficiency results are based on the manipulation of different opti-
mization algorithms in the analysis of performance in the automatic tuning of PID 
controllers of different processes with first-and second-order transfer functions, 
and third-order. However, no tests were carried out manipulating all the internal 
parameters of the optimization algorithms under analysis.

3.2	 Data	collection	and	processing

The method used to collect data associated with the indicators of computational 
efficiency and performance of automatic tuning of PID controllers for different trans-
fer functions is based on the block diagram shown in Figure 2. In the first phase, 
synthetic transfer functions were generated randomly through the Python program 
in Google Colab; in order to subject the optimization algorithms to greater complexity 
in an iterative manner, transfer functions of control systems of six types were gen-
erated. These types of control systems were: first order, second order, third order, 
second order with a first order diverter, third order with a first order diverter, and 
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finally a third order control system with a second order derivative. The time in which 
the temporal responses of the control systems were generated was 20 seconds. In 
addition, for the randomness of the coefficients of the transfer functions, values in 
the range of 1 to 10 were considered. In the second phase, the optimization algo-
rithms to be evaluated were defined, these being BFGS, simulated annealing, genetic, 
conjugate gradient, and PSO. In each case, the indicators to be evaluated were deter-
mined, these being the “number of iterations,” the “execution time,” and the “amount 
of memory in use.” Once the indicators were identified, they were compared, and the 
algorithm with the best efficiency in terms of resource consumption was determined. 
In a third and final phase, the performance of the automatic tuning of the PID control-
ler was determined with the optimization model that showed the best computational 
efficiency in the previous tests. This last evaluation was carried out on the server that 
processes the backend of the mobile app, with the purpose of subjecting it to a real 
context of the processing of the automatic tuning function of the PID controller.

Fig. 2. Method used for data collection

4	 RESULTS

4.1	 Evaluation	of	the	efficiency	in	terms	of	resource	consumption		
of	optimization	algorithms

In a first evaluation of the five optimization algorithms, on the automatic tuning 
of a PID controller on a control system whose transfer function is first order, that 
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is, the system with the least complexity, it was identified that the algorithm that on 
average generated the highest number of iterations, the highest memory consump-
tion, and the one that took the longest execution time was the “Simulated annealing” 
algorithm, which is why in the following evaluations it was only carried out taking 
into account the other four algorithms. Table 1 shows the average results of the eval-
uation of efficiency in terms of resource consumption for automatic tuning of the 
first-order control system (case 1).

Table 1. Efficiency in terms of resource consumption for autotuning of a first-order control system (case 1)

Algorithm Average Number  
of Iterations

Average Memory 
in Use (MB)

Average Time Used  
for Execution (Seconds)

BFGS 4.8 0.452 3.316

Simulated annealing 1000.0 0.536 206.949

Genetic 13.2 0.431 22.396

Conjugate gradient 1.7 0.373 5.476

PSO 11.7 0.412 19.999

Analyzing the other five cases with respect to the types of transfer functions of 
the control systems considered in this study, Figure 3 shows the average iterations 
by type of control system and by optimization algorithm, in which it was identified 
that the transfers function that generated the most demand or complexity for the 
optimization models was the third-order control system with a second-order deriv-
ative (case 6). In which the maximum number of iterations reached 241.3, corre-
sponding to the genetic algorithm, while the minimum number of iterations reached 
a value of 2.6, corresponding to the conjugate gradient algorithm. It should be noted 
that the BFGS algorithm, even though the number of iterations developed to achieve 
convergence was not the lowest, was much lower compared to the Genetic and PSO 
algorithms.

Fig. 3. Average iterations by type of control system and by optimization algorithm

Figure 4 shows the results of the evaluation of the average memory consumption 
by type of control system and by optimization algorithm. These results show that 
the control systems corresponding to cases 2 and 6 were the ones that consumed 
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the most memory when performing automatic tuning of the PID controllers. With 
respect to case 2, for this type of transfer function, the genetic algorithm consumed 
0.637 MB, representing the maximum value of memory consumed, while the BFGS 
algorithm consumed 0.430 MB, representing the minimum value of memory con-
sumed. In relation to case 6, the algorithm that consumed the largest amount of 
memory was Genetic, consuming 0.621 MB, while the BFGS algorithm consumed the 
least amount of memory, reaching a value of 0.438 MB.

Fig. 4. Average memory consumption by type of control system and by optimization algorithm

Figure 5 shows the average execution time by type of control system and by opti-
mization algorithm, in which the control system that required the greatest complex-
ity or demand for the optimization algorithms to determine the automatic tuning of 
the controllers PID was the one related to case 6. In this case it was evident that the 
maximum average execution time reached the value of 502.630 seconds, the same 
as that corresponding to the genetic model, while the minimum average execution 
time reached the value of 6.643 seconds, corresponding to the BFGS optimization 
algorithm.

Fig. 5. Average execution time by type of control system and by optimization algorithm
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4.2	 Evaluation	of	the	efficiency	of	the	PID	controller	autotuning	when	using	
the	optimization	algorithm	on	the	server	that	processes	the	backend		
of	the	mobile	app

From the evaluation results of the five optimization algorithms considered in this 
study, it was identified that the BFGS algorithm is the one that generated the best 
indicators regarding efficiency in the transfer functions that presented the greatest  
demand when determining the automatic tuning of a PID controller. Table 2 shows 
the results obtained when developing the execution on the server that processes the 
backend of the mobile app, which shows that the performance of the PID controller 
using the BFGS optimization algorithm is consistent and efficient throughout 
different sample sizes. With a number of tested samples of 250, 500, 750, and 1000, 
the average number of iterations remained relatively stable, ranging between 17.476 
and 17.546 iterations, with a standard deviation that varies slightly between 1.636 
and 1.964. It is also observed that memory usage remained constant at 0.191 MB, 
with a very low standard deviation, evidencing efficient management of system 
resources. Also, regarding the execution time, the results show an average time that 
increases proportionally with the sample size, from 2.179 seconds for 250 samples 
to 2.461 seconds for 1000 samples, with standard deviations varying between 0.283 
and 0.298 seconds.

Table 2. PID controller performance using the BFGS optimization algorithm

Number 
of Samples  

Tested

Number of Iterations Memory in Use (MB) Time Used for 
Execution (Seconds)

Average Standard  
Deviation Average Standard  

Deviation Average Standard  
Deviation

250 17.476 1.689 0.191 0.010 2.179 0.283

500 17.546 1.636 0.191 0.007 2.958 0.446

750 17.347 1.877 0.190 0.006 2.404 0.298

1000 17.370 1.964 0.190 0.005 2.564 0.408

Proceeding with the performance evaluation, we now proceeded to analyze 
the value of the integral of the mean square error, in which, when testing with 
250 samples, a concentrated distribution of the Kp, Ti, and Td values is observed. 
Most of the points are grouped in regions where the ISE is relatively low, indicat-
ing good performance of the PID controller with these parameters. By increasing 
to 500 samples, the dispersion of the points increases slightly, but they still remain 
clustered in areas with low ISE. This shows that the PID controller remains effi-
cient and robust, despite the increase in the number of samples. In the case of 750 
samples, a greater dispersion is noted in the values of Kp, Ti, and Td. However, the 
points still tend to cluster in areas with low ISE, suggesting that the BFGS algorithm 
manages to handle an increasing number of samples while maintaining acceptable 
performance. Likewise, in the case of 1000 samples, the dispersion of the points is 
more pronounced; however, the values of Kp, Ti, and Td continue to show a low ISE 
level (see Figure 6).
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250 samples 500 samples

750 samples 1000 samples

Fig. 6. ISE indicator based autotuning efficiency test for 250, 500, 750 and 1000 samples

5	 DISCUSSION

In relation to the first research question, regarding which is the optimization 
algorithm that presents the best efficiency in terms of resource consumption during 
the automatic tuning process of a PID controller, regarding the evaluation, it was 
identified that it is the BFGS algorithm, followed slightly by the conjugate gradient 
algorithm. Performance is superior when performing PID controller autotuning 
with BFGS due to its gradient-based approach and its ability to quickly converge 
to differentiable control systems. In this regard, [37] points out that gradient-based 
methods allow optimal parameter solutions to be quickly found, improving con-
trol precision and reducing configuration time and overshoot, which is essential 
for nonlinear industrial applications. In contrast, metaheuristic algorithms such as 
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simulated annealing, genetic and PSO do not depend on the differentiability of the 
objective function; they tend to be less efficient in terms of resource consumption. 
In agreement with [38], it is stated that although the Genetic and PSO algorithms 
can offer good performance in terms of searching for global minima and adjusting 
PID parameters, they present a greater consumption of gradient-based resources. 
Likewise, [39] highlights that optimization methods such as genetic algorithms and 
PSO can produce optimal settings of the PID parameters, but at the cost of greater use 
of resources and optimization time.

In relation to the second research question regarding evaluating the performance 
of the PID controller when using the most efficient optimization algorithm when per-
forming automatic tuning on the server that processes the backend of the mobile app, 
the results reflect the robustness and efficiency of the algorithm. BFGS for automatic 
tuning of PID controllers, showing that as the number of samples and processing stress 
increased, the PID controller continued to function efficiently. In this regard, in [40] it 
is stated that although the genetic algorithm provided good results in terms of estab-
lishment time, the differential evolution algorithm shows better efficiency in terms 
of convergence time and mean square error when analyzed in an industrial system 
implemented with wastewater tanks, suggesting that gradient-based algorithms such 
as BGFS may be more efficient in complex and time-varying systems. In addition to the 
performance evaluation, it is observed that as the number of samples increases, the Kp 
values tend to vary in a wider range, while the Ti and Td values show less dispersion, 
which shows stability in the integration and derivation of the error. However, in [41], 
they analyze three optimization algorithms, identifying that the one that offers the best 
performance is the genetic algorithm, providing an ISE value equal to 0.015. It is import-
ant to reflect that the author focuses on the response of the control system and not on 
the analysis of computational efficiency, an aspect that is still relevant when it will be 
used in a mobile application environment on a smartphone, with limited resources.

Additionally, it is essential to continue optimizing the performance indicators of 
the mobile application in order to achieve an optimal user experience; therefore, 
the mobile application must be designed under an intuitive design and with optimal 
response times to improve the performance and adoption of the tool [42]. Positive 
feedback from students highlights the potential of these applications to connect 
theory with practice [43]. However, it is necessary to continue refining the tools to 
reduce the discrepancies between theoretical and practical results, improving their 
precision and reliability with those obtained in real scenarios [44].

6	 CONCLUSIONS

In accordance with the purpose of the research and the research questions estab-
lished in this study, it was identified that when evaluating the efficiency in terms 
of resource consumption in the search for self-adjustment of the constants of a PID 
controller of the five evaluated algorithms (BFGS, annealing simulated, genetic, 
conjugate gradient, and PSO), the one that showed the best efficiency is the BFGS 
algorithm. Likewise, when evaluating the performance when developing the exe-
cution on the server that processes the backend of the mobile app, it was evident 
that the performance is consistent and efficient across different sample sizes. That 
is to say, with tested samples of 250, 500, 750, and 1000, the average number of 
iterations remained relatively stable, ranging between 17.476 and 17.546 iterations 
on average. It is also observed that memory usage remained constant at 0.191 MB. 
While when evaluating the execution time, the results show an average time that 
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increases proportionally with the sample size, from 2.179 seconds for 250 samples 
to 2.461 seconds for 1000 samples. Based on the above, it is concluded that the BFGS 
algorithm is highly efficient and suitable for the autotuning of PID controllers in 
mobile applications, demonstrating consistency in resource use when subjecting 
it to different numbers of testing samples. This study validates a useful optimiza-
tion method to develop a mobile app that simulates the tuning of PID controllers, 
being useful for learning topics about automatic control of industrial processes and 
allowing to close accessibility gaps for education in engineering students.

7	 FUTURE	STUDIES

Future studies should be aimed at the development of mobile applications that 
make use of smartphone sensors to generate input signals in real time and integrate 
them with environments created with augmented reality, to build systems with 
automatic tuning of immersive PID controllers and with a higher degree of interac-
tivity for students. For these studies, augmented reality SDKs (software development 
kits) for mobile applications such as Apple’s ARKit or Google’s ARCore could be used, 
which provide integration capacity with sensors such as accelerometer, magnetom-
eter, gyroscope, proximity sensor, and ambient light sensor, among others.
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